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view a diode as having a ‘turn-on threshold’ of 0.6V due to the steep nature of

its exponential current–voltage characteristics, it is sometimes useful to view a

transistor as having an abrupt threshold voltage at which it turns on.

The ‘leakage current’ in a transistor that is turned off in a digital system is

dominated by the transistor’s subthreshold current. Such leakage current can be

considerable in large digital systems. For example, 100million transistors� 1 nA

of leakage current per transistor yields 100mA of standby leakage current. Due to

the lowering of the threshold voltage of the transistor in advanced transistor

processes, the absolute value of the subthreshold leakage current increases as

MOS technologies progress towards ever-smaller dimensions. Subthreshold opera-

tion also occupies an increasingly larger fraction of the range of power-supply

operation as transistor sizes get progressively smaller. For all of these reasons, there

has been a great renewal of interest in the subthreshold regime of operation.

Subthreshold operation in both analog and digital circuits has almost become

a necessity.

The maximal frequency of operation possible in diffusion-current-determined

subthreshold operation scales inversely with the square of the transistor’s channel

length. In contrast, the maximal speed of velocity-saturated above-threshold

operation only scales inversely with the channel length. Thus, subthreshold opera-

tion is rapidly allowing faster speeds of operation and may no longer be viewed

as a ‘slow regime’ of operation of the transistor. For example, 1GHz analog

preamplifiers with all-subthreshold operation can now be built in a 0.18 mm
process and digital circuits can be made to operate at such speeds as well.

The subthreshold region of operation is a region where the bandwidth avail-

able per ampere of current consumed in the transistor is maximal. The power-

supply voltage needed for subthreshold operation is also minimal since the

saturation voltage of a transistor in subthreshold is only 0.1 V. Due to the high

bandwidth-per-ampere ratio and the ability to use small power-supply voltages,

the bandwidth per watt of power consumed in the transistor is maximized in its

subthreshold regime. Consequently, subthreshold operation is the most power-

efficient regime of operation in a transistor.

For all these reasons, this book focuses heavily on the use of subthreshold

circuits for ultra-low-power electronic design in the analog and the digital

domains. In the subthreshold region of operation, often also referred to as the

weak-inversion region of operation, it is important to ensure that systems are

robust to transistor mismatch, power-supply-voltage noise, and temperature

variations. Hence, circuit biasing and feedback techniques for ensuring robustness

are important. We shall discuss them in various contexts in the book, but parti-

cularly in Chapter 19, where we discuss the design of ultra-low-power biomedical

system chips for implantable applications, and in Chapter 21 on ultra-low-power

digital design. Furthermore, the subthreshold regime is characterized by relatively

high levels of noise, since there are few electrons per unit time to average over.

Thus, throughout the book, we shall discuss device noise, how to mitigate it, how

to analyze it, how to design around it, and, in some cases, how to even exploit it.
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From Figure 2.2, we can also quickly derive that the error transfer function

« sð Þ=Vin sð Þ is given by

«ðsÞ
VinðsÞ ¼

1

1þ aðsÞf ðsÞ ð2:4Þ

and is small if ja sð Þf sð Þj � 1. In fact, it is the fundamental principle of

Equation (2.4) that leads to the rule of thumb that n� � nþ in an operational

amplifier circuit. If the error voltage nþ – n� builds in magnitude, a negative-

feedback loop with a sufficiently high loop gain, which is due to sufficiently high

operational-amplifier gain, will attenuate this error voltage until it is nearly zero.

Figure 2.4 shows an inverting amplifier configuration. Simple manipulations of the

block diagram describing its operation convert it to the standard feedback block

diagram as shown. The ideal closed-loop transfer function between the input and

output if the loop gain or equivalently the operational-amplifier gain is sufficiently

large is then given by

Vout

Vin
¼ �R1

R1 þ R2
� R1 þ R2

R2
¼ �R1

R2
ð2:5Þ

The non-inverting amplifier of Figure 2.3 and the inverting amplifier of

Figure 2.4 both have the same value of loop transmission a(s)f(s) but different
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Figure 2.4. Non-inverting amplifier circuit (top) and associated block diagrams

before (middle) and after (bottom) simplification into the standard negative-feedback form.
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from gate to bulk to be Cox. The figure also reminds us that the reason for the

charge-diode-clamp behavior in strong inversion is the presence of a strong

negative-feedback loop between electron concentration and surface potential.

3.8 Quantitative discussion of the MOSFET

Figure 3.13 shows a half MOSFET, i.e., an nþ region bordering a MOSCAP.

The nþ region now presents an alternate region of low energy for electrons to

reside and also provides an abundant supply of electrons. Increasing the potential

vCB of the nþ region with respect to the bulk lowers the energy of the nþ region

with respect to the bulk. It also decreases the concentration of minority-carrier

electrons in the bulk region near the nþ border by expð�vCB=�tÞ just as in a

reverse-biased diode. Across any diode-like junction, a balance between drift

currents (due to electric fields in depletion regions of the diode) and diffusion

currents (due to electron concentration differences across the diode junction) leads

to an equilibrium minority carrier concentration at the edge of the junction that

is exponentially dependent on the voltage across the junction. In effect, a positive

value of vCB functions to contribute a reverse-bias voltage to the diode-like

element of Figure 3.4, which in a half MOSFET only exists on one side. The lack

of current flow in the half MOSFET means that the electron concentration

and surface potential are the same all along the horizontal x dimension of the

channel at any given value of y. The variation in electron concentration n0 yð Þ
along the vertical y dimension is still described by the exponential relationship of

Equation (3.7) in the MOSCAP in a long-channel scenario except that we now

have an extra factor of expð�vCB=�tÞ in the equation:

n0ðyÞ ¼ NAe
�vCB=�t e�2�F=�t eþcðyÞ=�t ð3:15Þ

vG

vB

n0e as in a
reverse biased

 junction

–v φ/CB t

y= 0n+

p–

++++++++++

vC

Figure 3.13. MOSCAP þ 1 control terminal.
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4 MOS device physics: practical
treatment

Although this may seem a paradox, all exact science is dominated by the idea of

approximation.

Bertrand Russell

In Chapter 3, we discussed an intuitive model to describe transistor operation

shown in Figure 3.4. We will now use this intuitive model to simplify Equation (3.23)

into more practical and insightful forms in subthreshold and above-threshold

operation. To do so, we will use three approximations listed below.

1. The k approximation. We approximate g
ffiffiffiffiffiffi
cS

p
by a constant term g

ffiffiffiffiffiffiffi
cse

p
around

an operating point cse plus a Taylor-series linear term g=2
ffiffiffiffiffiffiffi
cse

p� �
cS � cseð Þ to

describe deviations from the operating point. This approximation is equivalent

to modeling the distributed nonlinear depletion capacitance Cdep, shown in

Figure 3.4 as a linear capacitance with some fixed value around a given cse.

The surface potential cs varies with x in above-threshold operation, such that

Cdep varies along the channel in Figure 3.4. We ignore this variation and

assume one value for Cdep throughout the channel given by gCox=ð2
ffiffiffiffiffiffiffi
cse

p Þ from
Equation (3.11). The chosen operating point cse is usually at the subthreshold

to above-threshold transition where we have good knowledge of the surface

potential and, in addition, is at the source channel end in source-referenced

models. The value of k ¼ Cox= Cox þ Cdep

� �
is always between 0 and 1 and given

by a capacitive-divider ratio. The k approximation is useful in weak inversion

and strong inversion. The parameter k ¼ 1/n by definition, where n is termed

the subthreshold slope coefficient in some texts.

2. The Taylor-series square-root approximation. In weak inversion, we assume

that the ftexp (. . .) term in gCox

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðcS þ ftexp ððcS � 2fF � vCBÞ=ftÞÞÞ
p

, an

expression that describes the total charge at the source channel end or drain

channel end, is much smaller than the cS term in the expression. Therefore, we

use a Taylor-series approximation for the square root again to evaluate the

total charge in the expression. This approximation is useful in weak inversion

only. Note that vCB= vSB at the source end and vCB= vDB at the drain end.

3. The diode-clamp approximation. In strong inversion, we will assume that the

diode-like element of Figure 3.4 clamps the surface potential at the source end

of the channel to ð2fF þ 6ftÞ þ vSB ¼ fs
0 þ vSB due to the operation of a strong

negative-feedback loop. The surface potential at the drain end of the channel
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The source-referenced model is described by

iDS ¼ I0Se
kSvGS=�tð1� e�vDS=�tÞ ð5:5Þ

where

I0S ¼ �Cox�
2
t

W

L

1� ksa
ksa

� �
e�kSVTS=�t

kS ¼ 1

1þ g
2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�0 þ VSB

p
¼ 1

nS

VTS ¼ VT0 þ g
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�0 þ VSBð Þ

p
�

ffiffiffiffiffi
�0

p� �

ð5:6Þ

By differentiating Equation (5.5) with respect to vGS, we can see that

gm ¼ kSIDS
�t

ð5:7Þ

Thus, the gm of a subthreshold MOS transistor is very similar to the gm of a bipolar

transistor, IC /ft, where IC is the collector current except for the kS term.

We evaluate gmb from Equations (5.5) and (5.6) to be

gmb ¼ @I0S
@VTS

� @VTS

@vBS
¼ � kS

�t
IDS

� �
� � 1� kS

kS

� �

¼ 1� kSð ÞIDS
�t

ð5:8Þ

It is interesting to derive the same result from a body-referenced viewpoint as

well. Equation (5.3) can be rewritten as follows:

iDS ¼ I0e
k0vGB�vSBð Þ=�tð1� e�vDS=�tÞ

¼ I0e
k0 vGB�vSBð Þ�ð1�k0ÞvSBð Þ=�tð1� e�vDS=�tÞ

¼ I0e
k0vGS=�t e 1�k0ð ÞvBS=�tð1� e�vDS=�tÞ

ð5:9Þ

from which we can see that gm ¼ k0IDS=�t and gmb ¼ ð1� k0ÞIDS=�t.
Equation (5.9) highlights the symmetry of the gate and bulk terminals in

controlling the transistor. In fact, an even simpler way to derive gmb is to note,

from the discussion in Chapter 4, that the transistor current is given by

iDS ¼ ð. . . :Þecsa=�t 1� e�vDS=�t
� �

ð5:10Þ

where the (. . .) refers to terms independent of vSB. Then, from the capacitive

divider relationship obvious from Figure 3.4,

gmb ¼ @iDS
@vBS

¼ IDS
�t

@csa

@vSB

¼ IDS
�t

Cdep

Cdep þ Cox

� �

¼ IDS
�t

1� kð Þ

ð5:11Þ
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Equations (5.7) and (5.11) illustrate that both the gate and bulk behave like

good control terminals with a gate and bulk transconductance respectively. In

Chapter 12, we will exploit circuits that use the bulk (the well terminal in a pFET)

as a legitimate control terminal instead of merely tying it to the power supply, as is

often done.

By differentiating Equation (5.5), we can derive that,

@iDS
@vDS

¼ I0Se
kVGS=�t e�VDS=�t

�t

gds ¼ IDSAT
�t

e�VDS=�t

ð5:12Þ

Equation (5.12) predicts that gds asymptotically approaches zero after

VDS � 4�t. However, in practice, an effect called the Early effect causes gds to

remain finite after the saturation voltage as illustrated by the iDS � vDS curve and

gds � vDS curve of Figure 5.1.

Figure 5.2 shows that the length lp, the sum of the depletion region length at the

source end and drain end of the channel, reduces the effective channel length of

the transistor from L to L� lp: The edges of the depletion regions at the source end

and drain end of the channel are the locations where the boundary conditions for

the surface potential and charge are valid, and between which integration of the

4ft

“Early effect”

vDS

(a)

iDS

IDS

4ft

“Early effect”

vDS

(b)

gds

Figure 5.1a, b. Early voltage curves in the subthreshold regime.

n+ n+

p–

Figure 5.2. Depletion regions at the source and drain illustrating the origin of the Early effect.
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The relations of Equations (5.34) and (5.37) along with Equation (5.30) can be

used to derive capacitance results for each VDS operating point in strong inversion.

The derivations are simple mathematical exercises in differentiation and integra-

tion. Since all capacitances in Equations (5.34) and (5.37) are expressed in terms of

QI
TOT, it is extremely useful to evaluate it explicitly from simple integration of Q1(x)

in Equation (5.32) to obtain

QTOT
I ¼ W

ðL

0

QI xð Þdx

QTOT
I ¼ 2

3
WL

Q2
I0 þ Q2

IL þ QI0QIL

QI0 þ QILð Þ
� �

QTOT
I ¼ 2

3
WL QI0 þ QILð Þ � QI0QIL

QI0 þ QILð Þ
� �

ð5:38Þ

If we define

� ¼ 1� VDS

VDSAT
¼ QIL

QI0
ð5:39Þ

such that � goes from 1 to 0 as VDS goes from 0 to VDSAT, then it can be shown

that

Cgs ¼ 2

3
WLCox

1þ 2�

1þ �ð Þ2
 !

; Cgd ¼ 2

3
WLCox

�2 þ 2�

1þ �ð Þ2
 !

Cbs ¼ 1� kS
kS

� �
Cgs; Cbd ¼ 1� kS

kS

� �
Cgd

Cgb ¼ WLCox
1� kS

3

� �
1� �

1þ �

� �2

¼ 1� kSð Þ CoxWL� Cgs þ Cgd

	 
	 


ð5:40Þ

with

iDS ¼ iDSAT 1� �2
	 
 ð5:41Þ

Figure 5.7 plots Equation (5.40) and reveals how the various small-signal capaci-

tances in the MOS transistor change as VDS changes. The most significant point to

note is that Cgs changes from 1/2 to 2/3 ofWLCox while Cgd changes from 1/2 to 0 of

WLCox as the transistor moves from the linear to saturation regime. The next signifi-

cant point to note is that Cbs and Cbd are proportional to Cgs and Cgd with the same

proportionality factor of gmb=gm ¼ ð1� kSÞ=kS. Finally, Cgb rises from 0 to a small

but finite value as we transition from the linear to saturation regime in the transistor.

Figure 5.8 (a) shows the ‘capacitance diamond’, the five capacitances incorporated

into a small-signal equivalent circuit. Figure 5.8 (b) shows the capacitances, conduct-

ance, and transconductances of the transistor all in one complete small-signal model.

Often, vB is a fixed voltage. Then, Cgb, Cbs, and Cbd all form grounded capacitances,

and Cgs and Cgd are analogous to Cp and Cm in bipolar transistors, respectively.

It is interesting to derive the general results of Equation (5.40) for certain special

cases that provide insight, easily obscured by algebra. If the transistor is saturated,

1175.3 Small-signal capacitance models in strong inversion



The capacitance Cgd is zero in the saturation regime since QIL¼ 0, such that

changes in vD do not affect QI(x) or any other charges in the transistor. In practice,

slight changes in the length of the transistor with changes in vD (Early effect

changes in the length) do reduce the total inversion charge such that Cgd is

non zero.

If the transistor is in its linear regime with VDS¼ 0, the square-root distribution

for Q1(x) changes to a flat distribution with QI0¼QIL. An infinitesimally small

change in charge at the source end or at the drain end caused by a DvS or DvD
respectively will result in the flat distribution QI(x) acquiring a small triangular

increase in area due to the change in QI0 with QIL fixed or vice versa. Since the area

of a triangle is (1/2) base � height, only half of the charge increase at the source

end or drain end gets integrated into the total charge increase in the channel. Thus,

we can show by a similar derivation as in Equation (5.42) that, when VDS¼ 0,

Cgs ¼ Cgd ¼ 1

2
WLCox ð5:43Þ

The capacitances Cbs and Cbd remain proportional to Cgs and Cgd with (1�kS)/kS
as the constant of proportionality as Cgs and Cgd vary with VDS.

The capacitance Cgb may be understood intuitively as follows. An increase in vB
results in no boundary-condition change in the surface potential at the diode-

clamped source end of the channel and thus no change in the gate charge at this

end. It does however result in a decrease in the magnitude of the bulk charge at the

source end due to the falling voltage difference across Cdep. There is then a

concomitant increase in the magnitude of the inversion charge at the source end

to preserve charge balance. The increase in inversion charge at the source end

results in an increase in inversion charge throughout the channel due to the drift

generators in the channel. At the drain end of the channel, an increase in vB
increases the surface potential via a capacitive-divider mechanism if and only if

the drain end is in saturation since the diode-like element at that end is then off. In

general, vB increases will attempt to increase the surface potential via a capacitive-

divider mechanism throughout the channel. However, the increase in inversion

charge due to the vB increase at the source (and/or drain end of the channel if it is

not in saturation) reduces the surface potential, thus attenuating the capacitive-

divider increase via a negative-feedback loop. The loop effectively operates via the

diode clamps at the boundary ends of the channel and propagates via the drift

generators into the interior of the channel. The net effect of the vB increase is then

to leave the surface potential and gate charge unaffected at the source end of the

channel and increase the surface potential in the interior of the channel slightly

with stronger increases towards the drain end of the channel and a maximal

increase at the drain end after it enters saturation. The total gate charge is reduced

due to falling voltages across the Cox capacitances when vB is increased, thus

making Cgb positive. The capacitance Cgb is zero if and only if VDS¼ 0, because,

in this case, the increase in inversion charge at the boundary ends of the channel

does not alter the flat-and-constant surface potential in the channel, keeping the

1195.3 Small-signal capacitance models in strong inversion



transitions gradually in a ‘bird’s-beak-like’ fashion from a thick-oxide overhang-

ing region to a thin-oxide channel region.

The actual capacitances of the transistor are composed of a portion due to intrinsic

capacitances and a portion due to extrinsic capacitances. If all intrinsic portions are

subscripted with an i and all extrinsic portions are subscripted with an e, we get

Cgs ¼ Cgsi þ Cgse

Cgd ¼ Cgdi þ Cgde

Cbs ¼ Cbsi þ Cbse

Cbd ¼ Cbdi þ Cbde

Cgb ¼ Cgbi þ Cgbe

ð5:47Þ

In addition to these capacitances, a well-to-substrate depletion capacitance,

Cbbe, is present in the transistor. This capacitance is important in circuits where

the well voltage changes, e.g., when the well is used as an input. The extrinsic

capacitances Cbse, Cbde, Cgbe, and Cbbe are nonlinear depletion capacitances whose

values change with voltage, typically like an inverse-square-root function in

abrupt junctions.

5.5 Small-signal capacitance models in weak inversion

In weak inversion, to first order, the bulk charge and gate charge are equal in

magnitude and the inversion charge is zero. The source and drain terminal voltages

have no effect on the surface potential and thus no effect on the gate charge or bulk

charge. Thus, Cgsi, Cgdi, Cbsi, and Cbdi are zero. The only intrinsic capacitance that is

significant in weak inversion is

Cgbi ¼ CoxCdep

Cox þ Cdep
WL

¼
CoxCox

1� kS
kS

� �

Cox þ Cox
1� kS
kS

� �WL

Cgbi ¼ Cox 1� kSð ÞWL

ð5:48Þ

The extrinsic capacitances in weak inversion are all identical to those in strong

inversion if the voltage dependencies of these capacitances are taken into account.

Thus, the capacitances in weak inversion are given by

Cgs ¼ Cgse; Cgd ¼ Cgde

Cbs ¼ Cbse; Cbd ¼ Cbde

Cgb ¼ Cox 1� kSð ÞWLþ Cgbe

ð5:49Þ

The overall small-signal circuit in weak inversion is identical to that depicted in

Figure 5.8 for strong inversion except that the values of the elements in the circuit

are those corresponding to weak inversion.

122 MOS device physics: small-signal operation



Thermally generated diffusion currents exhibit shot noise because the variance

in the round-trip clockwise or anticlockwise circuit travel times is well modeled by

a random Poisson process. Larger temperatures, which cause higher thermal

velocities, and smaller mean free times between collisions yield a larger value for

the diffusion constant and larger diffusion currents. If L is the effective channel

length between the edge of the source depletion region and the edge of the drain

depletion region, the transit time t ¼ L2=2Dn where Dn is the diffusion constant for

electrons in silicon. If we assume that the depletion-region travel times and

voltage-source travel times are negligible, a good approximation in long-channel

transistors, the transit time is a measure of the average time taken by an electron in

the channel to complete a round-trip clockwise or anticlockwise journey through

the full circuit and return to its starting point. Note also that, in our method of

accounting for Poisson events, a full circuit must be completed for the external

voltage source to register an electronic current. Incomplete motions of electrons

within the channel that do not result in external current flow do not register as

current events in the external circuit. Such motions may involve lots of path

retracing within the channel even after a long time interval has passed but will

eventually result in a round-trip motion. These motions are all part of the normal

randomness that causes variance in event arrival times in a Poisson process. The

external voltage source may be viewed as a small-signal short that couples elec-

trons that come in at one end directly to the other end with an almost-zero delay.

Thus, the diffusive motions may be viewed as occurring on a loop such that the

point of origin of an electron in the channel does not matter. Figure 7.6 (a) and

Figure 7.6 (b) illustrate that the mean travel time for an anticlockwise journey

and a clockwise journey are the same since L1 þ L2 ¼ L2 þ L1 ¼ L, respectively.

Figure 7.6 (c) and Figure 7.6 (d) illustrate that the mean travel time is also

VDS VGS

(a)

L

0

L1

L2+
–

+
– VDS VGS

L
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+
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+
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+
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+
–

Figure 7.6a, b, c, d. The total distance that an electron must diffuse before it completes a loop

and return to its starting point is independent of the sense of the loop (parts (a) and (b)).
Parts (c) and (d) show that it is also independent of the location of the starting point.
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density in the linear region, 4qIDSAT. Figure 7.7 shows the first experimental

measurements of the electronic current and power spectral density of noise in

subthreshold MOS transistors [2]. The measurements are in good accord with

Equations (7.24) and (7.23), respectively. The power spectral density of the noise

in the subthreshold transistor decreases by a half because the total charge in the

device is reduced by a half as we move from the linear region to the saturation

region. Alternatively, if we view the external current as being composed of the

difference between a forward anticlockwise current of IF and a reverse clockwise

current of IR, Equations (7.23) and (7.24) are analogous to stating that

Ids ¼ IF � IR

IF ¼ IDSAT

IR ¼ IFe
�VDS=�t

�I2ds ¼ 2qðIF þ IRÞ�f :

ð7:25Þ

Thus, in this interpretation, the noise spectral density is due to the sum of the

shot noise of a forward diffusion current and a reverse diffusion current. It reduces

by a factor of two as we move from the linear region to the saturation region

because the shot noise of the reverse current, which is equal to that of the forward

current whenVDS ¼ 0, goes to zero as the reverse current goes to zero. Equation (7.25)

reveals that the variance of the difference of two currents is maximal when both are

present even though the mean is minimal at this point, a straightforward application

of Equations (7.15) and (7.16), with a1 ¼ 1 and a2 ¼ 1. Figure 7.8 also reveals that
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Figure 7.7. Experimentally measured power spectral density of drain-current noise in a
subthreshold MOS transistor as the region of operation of the device is varied from linear
to saturation. Reprinted with kind permission from [2] (#1993 IEEE).
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7.12 Some caveats about noise

Purely reactive devices like inductors, capacitors, masses, springs, i.e., devices

that store energy but do not dissipate it as heat, do not exhibit noise. They do

not exhibit noise because of a fundamental theorem known as the fluctuation-

dissipation theorem [15]. The theorem states that in order for a device to exhibit

thermal fluctuations, it must dissipate energy. The physical insight behind the

theorem is that dissipation couples a device to the many degrees of freedom of the

heat reservoir that always surrounds it. The device dissipates energy into these

degrees of freedom and these degrees of freedom, in turn, pour energy back into

the device which manifests as noise. If a device is ideal and lossless, then it is not

coupled to its surroundings, nothing can affect it, and therefore it does not exhibit

noise. The fluctuation-dissipation theorem is a generalization of the Nyquist-

Johnson formula for noise in an electrical resistor, i.e., �I2res ¼ 4kTG�f , to noise in

any device that dissipates energy whether mechanical, chemical, etc. In Chapter 8,

we shall use this theorem to compute noise in mechanical MEMS resonators.

In Chapter 24, we shall use the concepts of noise discussed in this chapter and

in Chapter 8 to compute noise fluxes in chemical reactions.

Small-signal resistances that are not physical but that merely arise from defini-

tions, e.g. rp and ro, which are small-signal ac resistances (obtained by linearizing

the I–V curve of the transistor about an operating point) do not exhibit noise.

On the other hand, real resistances like rS and rG that may be present at the source

or gate terminals do exhibit noise.
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stiffness forces balance any electrostatic force mismatch. One undesirable

consequence of the capacitor mismatch is that a false dc acceleration is reported

at the output of the lock-in amplifier (the output after demodulation and filtering)

when none exists. Fortunately, in the vibration sensor that we have described such

an effect is easily cancelled: the dc value of the lock-in amplifier’s output is fed

back to alter the dc value of one of the static plates in a negative-feedback loop

such that electrostatic forces reestablish exact equality in the capacitances [1]. The

closed-loop bandwidth of this negative-feedback loop is set around 1Hz to create

the highpass cutoff frequency of the vibration sensor.

Electrostatic force feedback is frequently used in BioMEMS applications to

create oscillations in MEMS resonators. In these cases, positive feedback rather

than negative feedback is utilized to excite the oscillation [2]. It is worth noting

that the C0=x0 dependence of the force in Equation (8.37) results in a negative

electrostatic spring stiffness due to positive feedback in any application: the closer

two capacitive plates get, the stronger is the electrostatic force between them,

which brings the plates even closer together. For overall stability in non-oscillatory

applications, the normal positive spring stiffness must exceed the negative spring

stiffness set by electrostatics. The MEMS example of this chapter provides useful

background for the BioMEMS applications discussed in Chapter 20.

Chapters 7 and 8 conclude our treatment of noise. The material of these

chapters is important for a deeper understanding of several chapters in the book,

including Chapters 11, 12, 13, 14, 15, 18, 19, 20, 22, and 24. These chapters also

provide further examples of low-noise low-power circuits.
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the magnitude is 0 and the overall phase is �270�. For physical systems, the

magnitude of a( jo) f ( jo) is an even function of o while the phase is an odd

function of o. The Nyquist plot for negative frequencies is then an exact replica

of that for positive frequencies except that it is mirrored about the real axis

such that að�joÞ f ð�joÞ ¼ ½að joÞ f ð joÞ��, i.e., complex-conjugate symmetry is

preserved.

Figure 9.5 shows that for 0
K
 8, the –1/K point falls outside both encircle-

ments of the Nyquist plot. For K> 8, the –1/K point is encircled twice by two

clockwise encirclements corresponding to N¼ 2. Since P¼ 0, Z¼NþP¼ 2, i.e., we

have two zeros of 1þ Ka sð Þ f sð Þ in the RHP for K> 8, indicating instability for

these K. The Nyquist diagram is consistent with our root-locus answer. In fact, it

provides additional information as well. We note that for K <�1, the �1/K point

has one encirclement corresponding to one unstable pole for these K. The latter

case corresponds to the case of positive feedback since K is negative and corres-

ponds to the finding that the phase-shift oscillator is unstable if the positive-

feedback loop gain exceeds 1. Root-locus plots for positive feedback are discussed

later in this chapter and yield the same answer. For the phase-shift oscillator, the

root-locus plot for positive feedback has three asymptotes making angles of 0�,
120�, and 240� with the real axis; the 0� asymptote leads to the unstable RHP pole

for |K|> 1, i.e., K <�1.
The example of Figure 9.5 reveals that the Nyquist plot and root-locus tech-

niques yield similar information. However, the Nyquist method can use experi-

mental information from Bode plots of a( jo) f ( jo) even if knowledge about the

poles and zeros of a(s) f (s) is not available. Nyquist techniques can therefore

function when root-locus techniques fail and are consequently more general.

9.2 Nyquist-based criteria for robustness: Gain margin and phase margin

From the following algebraic manipulations on Black’s formula

Vout sð Þ
Vin sð Þ ¼

a sð Þ
1þ a sð Þ f sð Þ ¼

1

f sð Þ
a sð Þ f sð Þ

1þ a sð Þ f sð Þ

 �

¼ 1

f sð Þ
L sð Þ

1þ L sð Þ

 �

; ð9:3Þ

1
(ts+1)3

jw

X
3

1

—

1
( jwt+1)3plane

σ •

8
–1

Figure 9.5. Nyquist plot of the phase-shift oscillator example.
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crossover frequency. There are five common compensation techniques, which we

describe below [2].

9.3.1 Reduced-gain compensation

In this scheme, the loop gain of the feedback loop is simply lowered until there is

acceptable phase margin. Figure 9.9 (a) reveals an example Bode plot of a loop

transmission (a log-log plot of |L( jo)| vs. o) before and after compensation. By

simply lowering the loop gain, the unity-gain crossover frequency is forcibly

lowered such that phase contributions from only one of the two poles in |L( jo)|
are significant near crossover. Thus, the phase margin improves from nearly 0� in
the uncompensated case where both poles contribute an almost full �90� of phase
each, to nearly 90� in the compensated case where only one pole contributes �90�.
Figure 9.9 (b) reveals an inverting-amplifier circuit example which uses this form

of compensation. The presence of Rc between the v� and vþ inputs of the

operational amplifier alters the loop gain of the uncompensated system from

Av sð ÞG2

G2 þ G1
to

Av sð ÞG2

G2 þ G1 þ Gc

ð9:9Þ

in the compensated system without noticeably affecting the overall closed-loop

gain at low frequencies where jAvðsÞj 	 1. Here, Av sð Þ is the operational-amplifier

gain, and Gi ¼ 1=Ri. While the compensation improves the transient performance

of the loop considerably, the loop’s crossover frequency and consequently closed-

loop bandwidth are considerably reduced. Equation (9.3) reveals that a closed-

loop system’s frequency response begins to significantly deviate from its ideal

1/f( jo) behavior near and after |L( jo)|¼ 1; thus, the closed-loop bandwidth, i.e.,

the range of frequencies over which ideal behavior is exhibited, scales with the

loop’s unity-gain or crossover frequency.

9.3.2 Dominant-pole compensation

In this scheme, a slow large-time-constant system is introduced into the loop such

that, near the loop’s crossover frequency, the dynamics of the loop transmission

(a)

ω1.0

Reduced gain

L( jw)

(b)

+

–vIN

vOUT

R1

R2

Rc

Figure 9.9a, b. Reduced-gain compensation: (a) Bode plot and (b) circuit example.
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feedback path gain and major loop gain are at their highest values such that a

good phase margin for this case guarantees a good phase margin for other cases

where the feedback path gain has an attenuating value, and the major loop gain

and crossover frequency are consequently lower. The shape of the net transmis-

sion is controlled by a well-defined passive component Cc and the minor loop has

about 90� of phase margin as well.

9.4 The closed-loop two-pole t-and-Q rules for feedback systems

Frequently, well-behaved loop transmissions in circuit design can be approxi-

mated with a feedback loop that has two time constants and a dc loop gain Alp

especially near their crossover frequency:

LðsÞ ¼ Alp
1

tbigsþ 1

� �
1

tsmlsþ 1

� �
ð9:12Þ

The closed-loop transfer function of a system with this loop transmis-

sion entirely in its feedforward path and with a unity-gain feedback path is then

given by

HclðsÞ ¼ LðsÞ
1þ LðsÞ

¼
Alp

Alp þ 1

� �

tbigtsml
Alp þ 1

s2 þ ðtbig þ tsmlÞ
Alp þ 1

sþ 1

ð9:13Þ

Equation (9.13) can be rewritten in a form that describes the closed-loop system

as a second-order system with its transfer function in a canonical form

HclðsÞ ¼ Acl

t2cls2 þ
tcls
Qcl

þ 1
ð9:14Þ

By performing some simple algebra on Equation (9.13), the values of Acl, tcl,
and Qcl in Equation (9.14) can be found to be

Acl ¼ Alp

Alp þ 1

1

tcl
¼ on ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ Alp

tsmltbig

s

Qcl ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffið1þ AlpÞ

p

ffiffiffiffiffiffiffi
tbig
tsml

r
þ

ffiffiffiffiffiffiffi
tsml
tbig

r

ð9:15Þ
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voutðsÞ
iinðsÞ ¼ 1

gf

ks A=ð1þ ks AÞ
1þ sðCin=gf Þ

1þ ks A

0

BB@

1

CCA

where gf ¼ IIN
ksðkT=qÞ

) voutðsÞ ¼ kT

ks q
iin
IIN

� �
ks A=ð1þ ks AÞ
1þ sðCin=gf Þ

1þ ks A

0

BB@

1

CCA

ð11:3Þ

Since iin is a small change in the operating-point current of IIN , i.e., iin ¼ �IIN,

Equation (11.3) may be re-expressed as

voutðsÞ ¼ kT

ksq
�IINðsÞ
IIN

� �
ksA=ð1þ AÞ
1þ sðCin=gf Þ

1þ ksA

0

BB@

1

CCA ð11:4Þ

Thus, at any operating point IIN, the logarithmic transimpedance amplifier

transduces small fractional changes in its input �IIN=IIN into an output voltage

while speeding up the input time constant by (1 þ A). Since gf varies linearly with

the input IIN according to Equation (11.3), the small-signal time constant of the

logarithmic transimpedance amplifier varies linearly with IIN and is operating-

point dependent unlike that of a linear transimpedance amplifier. The logarithmic

transimpedance amplifier is capable of wide dynamic range operation with a

modest power-supply voltage. Its scale-invariant fractional amplification is bene-

ficial in several applications where percentage changes rather than absolute

changes carry information, e.g., objects reflect or absorb a fixed fraction of the

light incident on them independent of the light intensity; consequently, it is

the relative �I=I contrast in time or space that carries information in a visual

image rather than the absolute intensity. The minimum detectable contrast in a

logarithmic transimpedance amplifier is input-current-intensity invariant because

the bandwidth and consequently integration interval of the system scales with

input current such that a constant number of electrons is always gathered during

sensing. In a linear transimpedance amplifier, the bandwidth and consequently

integration interval of the system are fixed such that the minimum detectable

contrast is worsened at low input intensities due to the gathering of few electrons

and improved at high input intensities due to the gathering of more electrons.

A logarithmic transimpedance amplifier effectively functions like a linear transim-

pedance amplifier with built-in gain control where Rf is changed with IIN such that

IINRf is a constant. Operation in the logarithmic versus linear domains is analogous

to floating-point versus fixed-point operation in digital number systems. Both

domains of operation are useful in various applications, with logarithmic trans-

duction being particularly beneficial in systems that need scale-invariant and wide-

dynamic-range operation.
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to generate a forward current in the diode that balances its reverse short-circuit

current. Thus, if the diode has a characteristic pre-exponential constant of IS, the

open-circuit voltage, vOC, developed by the photodiode is given by

vOC ¼ kT

q
ln

iPHOTO
IS

� �
ð11:7Þ

A phototransistor can be built with a bipolar transistor that has a floating base

as shown in an example circuit in Figure 11.3. Each pn junction of the transistor

generates a floating photocurrent that attempts to forward bias the collector-

to-base junction or the emitter-to-base junction respectively. Since each floating

current source can be decomposed into two grounded current sources, the photo-

transistor may be well approximated by the circuit of Figure 11.3 with a light-

dependent base current that is amplified by the b of the bipolar transistor.

A phototransistor typically has more input capacitance at its base than does a

photodiode generating the same base current. When it is used in a transimpedance-

amplifier topology to generate photocurrent, the resulting bandwidth is deter-

mined by the slow dynamics at its base rather than by any speedup that may be

achieved at its emitter (pnp photocurrent) or at its collector (npn photocurrent).

The amplification of the photocurrent by b in the transistor does not improve the

signal-to-noise ratio of the photodiode since the dominant source of noise in a

bipolar transistor is usually base-current shot-noise, which is amplified by the

same factor of b as the signal photocurrent. For the same light-collection area,

photodiodes typically occupy a smaller area than phototransistors as well. For all

of these reasons, photodiodes are usually preferable to phototransistors in most

applications.

Figure 11.4 shows the host of pn junctions available in a normal CMOS process

that can be used to create photodiodes or phototransistors. Figure 11.5 shows the

host of pn junctions available in a BiCMOS process that can be used to create

photodiodes or phototransistors. BiCMOS processes include an additional p-base

layer, which increases the number of available photodevices. Not all of these

junctions are equally effective in transducing light to electrons. Figure 11.6 (a)

I1

I1

VCE » 1V

β 1
2+

+
–

Figure 11.3. A phototransistor. The base terminal is left floating. Incident light generates a

photocurrent I1 at the base that is then multiplied by the transistor’s current gain b.
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ultra-low-power pulse oximeter, a medical instrument for noninvasive measurement

of the oxygen saturation level of hemoglobin in the blood via the use of infrared

and red LEDs and photoreceptors [2]. The pulse oximeter is further described in

Chapter 20.

Figure 11.8 (a) reveals the circuit of the photoreceptor. The transistor M3, the

light-dependent current Il, and Cin form a source follower, which is shown in

Figure 11.8 (b) as a subcircuit. The transistors M1, M2, and M4 form a high-gain

amplifier with a load capacitance C0, which is shown in Figure 11.8 (c) as a

subcircuit. The capacitors C1 and C2 form a capacitive divider, which is shown

in Figure 11.8 (d) as a subcircuit. The element RA in Figure 11.8 (a) represents a

very large adaptation resistance whose conductance is insignificant compared with

the admittance of capacitance C1 at all but the lowest frequencies. We shall

approximate it as having an infinite resistance unless otherwise mentioned. We

shall discuss how RA is implemented with two back-to-back diode-like resistances

in parallel after discussing the rest of the circuit.

The overall topology of Figure 11.8 (a) is similar to that of the logarithmic

transimpedance amplifier of Figure 11.1 (b) with Il as an input,M3 as the feedback

transistor, and the high-gain amplifier comprised of M1, M2, M4 and C0. However,

the reference voltage VREF is implicitly established by the high-gain amplifier

subcircuit. Furthermore, the capacitive-divider and RA form a frequency-shaping

attenuation network in the feedback path that causes the ac gain to be higher than

the dc gain at all but the lowest frequencies. At equilibrium, the negative-feedback

loop establishes operating-point parameters such that Il flows through M3 and the

voltage vIN is at an implicit reference value such that the current through M1 and

M2 is equal to that of the bias current of M4.

The transistor M2 in Figure 11.8 (c) functions as a cascode transistor to prevent

the Cgd capacitance of M1 from loading the input node Vin with a Miller capaci-

tance of value Cgd 1þ Að Þ, where A is the gain of the amplifier. Such loading is

detrimental to the bandwidth of the photoreceptor. It also increases the output

impedance and the gain of the amplifier through the usual mechanism of a

cascoding transistor (Equation (10.36) in Chapter 10). We can show that the

small-signal equivalent circuit of the high-gain amplifier of Figure 11.8 (c) is that

of Figure 11.9 with an output impedance ro, gain A, and input-referred noise

power per unit bandwidth v2n fð Þ given by

r0 ¼ rM4

0 ==ðrM2

0 ð1þ gsr
M1

0 Þ þ rM1

0 Þ � rM4

0

gA ¼ kgs ¼ kIA
�t

¼ gm of M1

A ¼ vout
vin

¼ �gAr0

v2nðf Þ ¼
4qIA
g2A

ð11:9Þ

We have assumed that all transistors operate in saturation. Only the 2qIA shot-

noise contributions of subthreshold transistors M1 and M4 affect the noise of the
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Figure 11.10a, b, c. Feedback block diagrams of the adaptive photoreceptor: (a) original form,
(b) and (c) two simplified forms.
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contribution of its noise to the output is usually small. Since gA needs to be almost

A2=Acl greater than gs for good phase margin, the noise per unit bandwidth of the

amplifier is almost Acl=A
2 times smaller than that due to the source follower. The

increase of the amplifier’s noise by the zero increases its contribution by a factor of

A2
lp ¼ ðA=AclÞ2 at most, such that the amplifier’s noise per unit bandwidth over all

frequencies within the closed-loop bandwidth is still only 1/Acl times that of the

source-follower’s noise per unit bandwidth at most. Thus, in most practical situ-

ations, the noise of the photoreceptor is dominated by the source-follower noise and

the amplifier’s noise may be neglected.

From the analysis of the source-follower’s noise in Chapter 8, we can compute

that the minimum detectable contrast for a simple source-follower photoreceptor

with no transimpedance-amplifier speedup is given by

�I2l
g2s

¼ kT

Cin

i:e:
�I2l
I2l

¼ kT

Cin
� 1

�2t
¼ q

Cin�t

ð11:22Þ

With a speedup of 1þ Alp

� �
, the closed-loop bandwidth is increased such that

the total noise is increased. Thus, the minimum detectable contrast is increased

and is given by Equation (11.23) below:

�I2l
I2l

¼ q

Cin�t
1þ Alp

� �

i:e:
�Il
Il

� �
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
q

Cin�t
1þ Alp

� �r ð11:23Þ

Figure 11.13 and the associated caption, which are adapted from [1], present

measurements of the output noise of the photoreceptor of Figure 11.8 and the

source follower of Figure 11.7. The photoreceptor simply amplifies the noise per

unit bandwidth of the source-follower by about as much as it amplifies an

intentional periodic LED light input (the tone inputs in Figure 11.13). Thus, it is

hardly increasing the input-referred noise per unit bandwidth but it does increase

the bandwidth of the system, and therefore the total input-referred noise and

minimum detectable contrast. The bandwidth of the noise is the largest when

the cascode transistor M2 is used.

Equation (11.23) suggests that a good photoreceptor with a small minimum

detectable contrast must have a large capacitance. Such a photoreceptor can be

built by scaling up the area of the photodiode until the intrinsic bandwidth of

the photodiode self limits (since Il, gs, and the depletion capacitance Cdep of the

photodiode all scale with its area); Alp is chosen to yield the desired speedup

needed at the lowest light intensities and IA is chosen to yield stability at the

highest light intensities; then, from Equation (11.23), the size of the photodiode

needed to yield the minimum detectable contrast can be computed. A 100 pF value

of Cin and Alp ¼ 35 yields a minimum detectable contrast of nearly 0.16%.
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11.6 The adaptation resistor RA

Figure 11.14 shows how the adaptation resistor RA, thus far assumed to be infinite,

is constructed with two back-to-back diode-like elements [1]. The device is made

with a single well transistor such that an MOS transistor is operative when

Vout ¼ V0 > Vf in Figures 11.8 (a) and 11.14, respectively, and the parasitic bipolar

transistors present in everyMOS transistor are operative when V0 < Vf . The lateral

bipolar transistor revealed in Figure 11.14 typically plays a much smaller part than

the vertical bipolar transistor due to the vertical bipolar’s significantly better b.
Thus the circuit model shown in Figure 11.15 (a) only analyzes the functioning of

RA with one vertical bipolar transistor. It also explicitly adds parasitic photocur-

rents that appear in any real photoreceptor due to unwanted light leakage onto the

pn junctions of RA. The large Iwell
p parasitic photocurrent due to the well-substrate

junction is absorbed into the bias current of M4 in Figure 11.8 and does not affect

the circuit’s operation much, one of the benefits of this configuration. Any stray

electrons that diffuse into the n-well region are also absorbed. Figure 11.15 (b)

reveals the exponential I–V curves (with slopes differing by a factor of k) that

result from the subthreshold MOS transistor and the bipolar transistor.

Simple analysis of the circuit of Figure 11.15 (a) yields:

i ¼ iM � iB þ Ipar

�V ¼ vOUT � vF

iM ¼ I0e
k�V=�t 1� e��V=�t

� 	

iB ¼ Is
b

e��V=�t � 1
� 	

at vOUT side

¼ Is e��V=�t � 1
� 	

at vF side

ð11:24Þ
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Figure 11.13. Experimentally measured output noise spectra of the adaptive photoreceptor and

the simple source-follower photoreceptor. The input-referred noise of the two receptors is
almost identical. The noise spectrum of the instrumentation used for making the measurement
is also shown for convenience. Reprinted with kind permission from [1] (#1994 IEEE).
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From Figures 11.15 (a) and 11.8 (a), we can conclude that the gate-node (the vF
node) conductance at equilibrium GA ¼ 1=RA determines the value of a zero

located at �1=RAC1 beyond which the attenuation of the RA � C1 � C2 fre-

quency-shaping lead network begins and the location of a pole at 1=RA C1kC2ð Þ
at which it asymptotes. The value of GA can be determined from small-signal

Vf V0 Vf

Vf

Vf

V0

V0

V0

V0 > Vf

V0 < Vf

n-well
p-substrate

(a)

(b)

(c)

p+ p+ n+

p+ p+ n+

Figure 11.14a, b, c. The adaptive element used in the photoreceptor: (a) shown in two
schematic forms, (b) conducting as an MOS transistor and (c) conducting as a bipolar

transistor with two collectors. Reprinted with kind permission from [1] (#1994 IEEE).
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Figure 11.15a, b. The adaptive element: (a) transistor-level schematic including parasitic
photocurrents and (b) experimentally measured I – V curves, showing that the element
behaves like two back-to-back diodes. Reprinted with kind permission from [1]

(#1994 IEEE).
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In Figure 12.6 (b), the bump transistors have been ratioed to have a W=L that is

w times larger than those of their diode-connected input transistors. The deriv-

ation below then reveals that

iOUT ¼ iþ � i�; iB ¼ iþ þ i� þ w
iþ i�

iþ þ i�
; iþ ¼ e

kvþ
�t ; i� ¼ e

kv�
�t

iOUT ¼ iB
sinh x

bþ cosh x
where b ¼ 1þ w

2
and x ¼ k vþ � v�ð Þ

�t

ð12:10Þ

If w ¼ 2 such that b ¼ 2 as well, then iOUT is maximally linear in that its Taylor

series expansion with x has no third-order term:

sinh x

2þ cosh x
¼ x

3
� x5

540
þ x7

4536
� x9

77760
þ � � � ð12:11Þ

In comparison, a conventional differential pair without the bump transistors

would have an output current described by

tanh
x

2
¼ x

2
� x3

24
þ x5

240
� 17x7

40320
þ � � � ð12:12Þ

By comparing the coefficients of the linear term in Equations (12.11) and (12.12),

we find that a bump-linearized differential pair with w ¼ 2 has lower transconduc-

tance by a factor of 3=2 at the origin and is also significantly more linear than a tanh

function. The lowered factor for transconductance is intuitive since at w ¼ 2, the

bump arm and each of the two differential arms each have a current of IB=3 rather

than IB=2 in a differential pair.

If w is extremely large, the transconductance at the origin reduces considerably

(by a factor of 4= 4þ wð Þ) but the saturation current is unchanged such that the

I–V curve of the circuit of Figure 12.6 (b) exhibits a flat expansive dead zone at

the origin followed by a compressive return to output saturation. If w is small, the

transconductance is attenuated throughout without any changes from expansivity

to compressivity. At w ¼ 2, the expansive nature of the curve at the origin is

exactly compensated for by the compressive nature of saturation such that maxi-

mally linear operation is achieved.

The net result of bump linearization at w ¼ 2 is that the effective linear range is

increased by 3=2. This linear range increase is also seen in the WLR circuit of

Figure 12.2, such that the overall linear range is given by modifying Equation

(12.5) by a factor of 3=2:

VL ¼ 3

2
� 2�t
1� k

1þ 1

kp
þ k
kn

� �
¼ 3�t

1� k
1þ 1

kp
þ k
kn

� �
ð12:13Þ

Figure 12.7 (a) reveals experimental data for a WLR circuit for various different

values of w. We see that, at w ¼ 0, the I–V curve of the WLR is well fit by a tanh

curve with VL ¼ 1:16 V. Even large w’s only cause gentle distortion suggesting that

achieving w ¼ 2 exactly is not critical and consequently that the WLR circuit is

well tolerant of mismatch in w. Figure 12.7 (b) reveals that the 3=2 increase in
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its gain with sophisticated automatic-gain-control circuitry such that we do not

have to manually turn a knob to sense soft signals versus loud signals as we do in

an oscilloscope.

We find experimentally that the white-noise term dominates over the 1=f noise

term in determining the output SNR of our filter because the use of large mostly

pFET transistors reduces the value of Kf, because white noise is often dominant in

ultra-low-power subthreshold circuits, and because frequencies below 1Hz are

filtered out by offset-adaptation circuits. Thus, if we only keep the white-noise

term in Equation (12.24), we find that

SNR ¼ 2CVL

Nq
ð12:25Þ

Thus, if white noise dominates our system, more linear range implies more dynamic

range. If the bias current of the amplifier is IB, the bandwidth of the filter fc is given

by

fc ¼ IB
2pCVL

ð12:26Þ

We can then compute the power needed to attain a given bandwidth and SNR

to be

P ¼ 2VDDIB

P ¼ 2VDDð2pfcCVLÞ
P ¼ ðVDDpNqÞðfcÞðSNRÞ

ð12:27Þ

Thus, we see that it costs power to attain precision (SNR) and bandwidth, a lesson

true in all circuits. The cost of getting a better signal-to-noise ratio with a wider

linear range amplifier VL is not free. The wider linear range improves signal-

to-noise ratio because the maximal signal power scales like V2
L while the noise

power scales like VL such that there is a net improvement in SNR that scales like VL.

But the reason that the noise power only scales like VL even though the input-referred

noise per unit bandwidth scales like V2
L is that the bandwidth fc which scales like

IB=VL is reduced thus leading to more averaging. Thus, if IB is kept constant

between two designs, one of which has a large VL and the other of which has a

small VL, the large-VL design will have large SNR and a small bandwidth while the

small-VL design will have small SNR and large bandwidth. Thus, to maintain

bandwidth at the value possessed by a small-VL design, we need to increase IB
proportionately with VL in a large-VL design. The bandwidth increase achieved by

increasing IB does not increase the noise and maintains the SNR at that given by

Equation (12.25). Though there is less averaging in the latter case, the input-

referred noise per unit bandwidth falls such that the total output noise is only

determined by the capacitance and topology and independent of IB as we’ve seen

on multiple occasions.

Figure 12.18 (a) illustrates that, in a thermal-noise-limited design, if VL is

increased, the noise per unit bandwidth increases proportionately with V2
L and
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processes, a linear range that exceeds VDD is not needed: a linear range of VDD=2

provides rail-to-rail operation with a common mode voltage of VDD=2. Such a

linear range can be obtained by using a subset of the linearization techniques

described in this chapter rather than by using all of them. Figure 12.19 (a) reveals a

subthreshold design suited for low-voltage operation and Figure 12.19 (b) reveals

an above-threshold design suited for low-voltage operation [4]. Before we describe

either design, we shall briefly digress to discuss seven general principles for low-

voltage analog design. We shall then show how these principles manifest them-

selves in the particular circuits of Figure 12.19 (a) and 12.19 (b).

1. Since each transistor in a series stack causes a loss in saturated operating range

of at least VDSAT (VGS if the transistor is diode connected), series stacking of

transistors should be minimized in low-voltage designs.

2. Weak-inversion operation minimizes VDSAT; therefore, unless high-speed require-

ments do not prohibit its use, it is preferable in low-voltage operation.

3. It is advantageous to not set the well-to-source voltage vWS ¼ 0 but to use vWS as

a degree of freedom in low-voltage design: the well can serve to modulate the dc

biasing current while the gate serves as the primary ac input, or vice versa. The

use of two control inputs rather than one is always advantageous as we have

seen in the example of gate degeneration but it is particularly so in low-voltage

design. If only one control input is used, say vGS, the dc voltage VGS must equal

VDD=2 to maximize voltage headroom; deviations in VGS from VDD=2, which are

needed to alter the dc biasing current, will then compromise voltage headroom

on the vgs ac input at either the top or the bottom rail; however, if VWS is also

available as a control input, VGS can be fixed at VDD=2 maximizing input ac

voltage headroom while VWS can be varied to alter the dc biasing current.

4. If VDD is small and less than the junction turn-on voltage, VWS can be biased to be

�VDD without danger of turning on the parasitic bipolar transistor in Figure 12.8.

Thus, VT0 can be reduced to improve overdrive gate voltage in strong inversion,

and rail-to-rail operation on the well voltage may be possible.
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Figure 12.19a, b. A low-voltage subthreshold transconductance amplifier is shown in
(a) and a low-voltage above-threshold transconductance amplifier is shown in

(b). Reproduced with kind permission from [4] (#2005 IEEE).
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computer than to any practical engineering or physical system. Nevertheless,

Table 13.2 parameterizes the properties of resonant lowpass transfer functions

in various representations. The on and y representation is the –s2-plane represen-

tation while the on and � representation is the usual s-plane representation

with sinð�Þ ¼ 1=ð2QÞ. Thus, � ¼ 2�. All of these properties were first derived in

the –s2-plane representation and then mapped back to the other representations.
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Table 13.2 Parameters of a resonant lowpass transfer function in various representations

a and b on and Q on and � on and �

Underdamped
region

a > 0; b > 0 0:5 < Q <1 0 < � < p=2 0 < � < 	

Gain > 1 region 0 < a < b 1=
ffiffiffi
2
p

< Q <1 0 < � < p=4 0 < � < p=2

Damping a=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ b2
p

1= 2Qð Þ sin� sin �=2ð Þ
Peak frequency

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b2 � a2
p

on

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 1= 2Q2ð Þp

on

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cos 2�
p

on

ffiffiffiffiffiffiffiffiffiffi
cos �
p

Peak gain a2 þ b2
� �

=2ab Q=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 1=ð4Q2Þp� 


1= sin 2�ð Þ 1= sin �ð Þ
�90� frequency ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

a2 þ b2
p

on on on

�90� frequency
gain

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ b2=a2=2

p
Q 1= 2 sin�ð Þ 1

2 sin �=2ð Þ
Unity gain
frequency

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 b2 � a2ð Þp

on

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2� 1= Q2ð Þp

on

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 cos 2�
p

on

ffiffiffiffiffiffiffiffiffiffiffiffiffi
2 cos �
p

3 dB frequencies
b2 � a2 � 2ab

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ b2
p on 1� 1

2Q2
� 1

Q

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� 1

4Q2

s !

on cos 2�� sin 2�ð Þ on cos �� sin �ð Þ
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17.3 The impedance of free space

In Figure 17.1, if the medium is free space, R ¼ 1 everywhere except at very

high fields. Thus, just as an infinite one-dimensional transmission line is capable

of propagating waves in two directions, the three-dimensional LC mesh of

Figure 17.1 is capable of propagating waves in all directions with a speed of

propagation given by c ¼ 1=
ffiffiffiffiffiffiffiffiffið�«Þp

, the speed of light, and has a characteristic

impedance at any point given by � ¼ ffiffiffiffiffiffiffiffiffiffiffiffið�=«Þp
. The parameter � is referred to as the

impedance of free space, which evaluates to 120p�. By analogy to the one-

dimensional transmission-line case, we also find that E x; y; zð Þ ¼ �H x; y; zð Þ for a
plane wave propagating in any direction.

The impedance of free space � is a constant that scales the impedance of several

electromagnetic structures. For example, a co-axial BNC cable with a cylindrical

inner conductor of radius r1, a cylindrical concentric outer conductor of radius r2,

and an insulating material between the conductors characterized by e and m has a

capacitance C per unit length, inductance L per unit length, and characteristic

impedance Z0 given by

C ¼ 2p«

ln
r2
r1

� �

L ¼ �

2p
ln

r2
r1

� �

Z0 ¼
ffiffiffiffi
L

C

r

¼ 1

2p

ffiffiffi
�

«

r
ln

r2
r1

� �

¼ �

2p
ln

r2
r1

� �

ð17:12Þ

17.4 Thevenin-equivalent circuit models of antennas

Accelerating charges or changing currents in a transmitting antenna radiate

electromagnetic waves into free space represented by propagating E and H ‘far

fields’ in free space. These radiated far fields, after a time delay determined by the

speed of light, cause charges and currents in a receiving antenna to change such

that we can say that an energy exchange has occurred between the transmitting

antenna and the receiving antenna. The loss of energy in the transmitting antenna

causes it to have ‘damping’ or an effective ‘radiation resistance’. The gain in

energy in the receiving antenna causes it to develop a source voltage or source

current across its terminals that is proportional to the local field strength.

In addition to radiating or receiving electromagnetic energy, antennas also store

inductive and capacitive energy in the E and H fields that are present near them,

i.e., in their ‘near fields’. Such fields are not radiated but effectively function like

field lines that begin and end on antenna structures (capacitive E fields) or form
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VDD � 6
kn�vthN þ kp�vthP

kn þ kp

� �
þ �t lnð10Þ ð21:8Þ

From Chapter 6, in a 0.1 mm process, the Avth parameter, which describes the

threshold-voltage variation is �3.2mV.mm such that a minimum-size � 0.1 mm
device has svthN and svthP at �32mV. Equation (21.8) then predicts that

VDD � 250mV. A symmetric analysis can be performed for the other case where

we have a weak PMOS transistor and a strong NMOS transistor, which also yields

Equation (21.8). Thus, robustness to transistor mismatch sets a minimum value of

VDD that is far in excess of that predicted by gain (50mV) and noise-margin

(100mV) considerations alone. Of course, the use of non-minimum-size devices

will lower svthN and svthP such that VDD can be lowered at the cost of some increase

in switching-capacitance-based and static power consumption (see discussion in

next section). As we discuss in Chapter 22, in both the analog and digital domains,

robustness and efficiency always trade off with each other.

For most practical power-supply voltages in excess of 100mV, the gain of a

subthreshold CMOS inverter is set by short-channel DIBL effects rather than by

saturation effects (see Chapter 6 for a description of DIBL in short-channel

transistors). If the DIBL coefficient is given by �, then, from a small-signal

analysis similar to that in Equation (21.4), we can compute the inverter gain to be

Ainv ¼ kn þ kp
�n þ �p

ð21:9Þ

since, typically, k > 0:6 and � < 0:1, Ainv is at least 6.

If VDD is sufficiently large (greater than 100mV), and we apply a step input to

the CMOS inverter, to an excellent approximation, we may assume that only the

NMOS transistor is on for a positive step input and that only the PMOS transistor

is on for a negative step input. Thus, if we assume that kn ¼ kp ¼ k for simplicity,

the delay of the CMOS inverter to a step input, Tinv, can be computed by

calculating the time taken by the on current of either the NMOS or PMOS

transistor to discharge or charge its load capacitance CL by a voltage differential

of magnitude VDD respectively:

IOFF ¼ �nCox
Wn

Ln

1� k
k

�2t

� �
e�kVTn=�t ¼ �pCox

Wp

Lp

1� k
k

�2t

� �
e�kjVTpj=�t

IOFF � IT0e
�kVT0=�t

Tinv ¼ CLVDD

ION

ION ¼ IOFFe
kVDD=�t

Tinv ¼ CLVDD

IOFF
e�kVDD=�t

Tinv ¼ CLVDD

IT0
e�kðVDD�VT0Þ=�t

ð21:10Þ
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Thus, for several computations and typical parameter values corresponding to

these computations, a plot of Equations (22.10) and (22.11) in Figures 22.3 (a) and

22.3 (b) reveals that the power and area costs of analog computation are signifi-

cantly below those of digital computation at low and moderate values of SNR

respectively.

At large values of SNR, maintaining such high SNR on a single analog wire

requires very low levels of thermal noise and 1/f noise, which drastically increases

power and area costs for analog computation. In contrast, in digital computation,

several 1-bit precise simple logic units can collectively interact with each other to

efficiently implement the computation. For example, in the computation of addi-

tion, the simple mechanism of a 1-bit carry between adjacent digital adder stages

serves to define the overall collective interaction. Thus, the costs for power and

area only scale polynomially in the number of bits or logarithmically in the SNR

as Equation (22.11) reveals. Therefore, Figure 22.3 reveals that at high SNR it is
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Figure 22.3a, b. Analog-digital crossover curves. Reprinted with kind permission from [11].
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understand Michaelis-Menten kinetics of enzyme-substrate saturation or of

another association reaction as resistive-divider saturation.

In many biological systems, typically [Eb] leads to significantly slower production

of a product P at a flux rate of v Eb½ � via a further unidirectional reaction,

accompanied by unbinding of the enzyme and substrate. This reaction is easily

represented by including a resistance of value 1=v in parallel with the resistance

1=kr in Figure 24.2 (a); in addition, a voltage-dependent transconductance whose

output current depends on [Eb] as v[Eb] charges a capacitance C2 ¼ 1; the capacitor’s

voltage then represents the concentration of P. Thus, simple circuit blocks can also

represent Michaelis-Menten kinetics more exactly if needed. However, the essential

dynamics of Michaelis-Menten kinetics are well represented by Equations (24.2),

(24.3), and Figure 24.2 (a).

A dissociation reaction, e.g., that due to an acid, is given by

HAÐ
kf

kr
Hþ þ A� ð24:4Þ

The reader should be able to show that the circuit of Figure 24.2 (b) represents

this reaction with [At] being the amount of acid in total form (undissociated as [HA]

or dissociated as A�½ � ¼ Ad½ �, i.e., At½ � ¼ HA½ � þ Ad½ �).
Every chemical reaction, e.g., the enzyme-substrate binding illustrated in

Figure 24.3, implicitly has two negative-feedback loops embedded within it. The

first feedback loop arises because the concentration of reactants falls if the concen-

tration of products builds, thus slowing the forward reaction; this constitutes the

major loop of Figure 24.3. The second feedback loop arises because the backward

reaction speeds up when the concentration of products builds; this constitutes the

minor loop in Figure 24.3. At steady state, the 1=s integrator has infinite gain such

that the feedback path of the minor loop determines the closed-loop transfer

function of the minor loop. Thus, the feedback loop of Figure 24.3 also leads to

Michaelis-Menten saturation except that the saturation is now viewed as a high-

loop-gain effect with loop gain S½ �=Kd. The major loop in Figure 24.3 corresponds

to the restorative current through resistance 1=kf in Figure 24.2 (a). The minor loop

in Figure 24.3 corresponds to the restorative current through 1=kr in Figure 24.2 (a).

One difference between the chemical resistive-divider circuit of Figure 24.2 (a)

and actual electronic resistive-divider circuits lies in their noise properties. The

current in real resistors flows by drift while their 4 kTR current noise per unit

C Ckr

[Eb]

[At][Et]

[Ad]

1 1
kf [S]

1
kf

1
+
–

+
– kr [H

+]

(a) (b)

Figure 24.2a, b. Michaelis-Menten association reaction and acid dissociation reaction.
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24.5 Stochastics in DNA-protein circuits

Poisson noise in mRNA-production flux can be mimicked by Poisson electronic

current noise in a manner analogous to that discussed previously for protein-

production flux. However, the noise levels in mRNA production for some genes

can be high enough such that extremely low currents and extremely small capaci-

tances become necessary in electronics to mimic the same low signal-to-noise ratio

(SNR) in biology. The resultant noise in electronics is then not well controlled or

predictable. Therefore, it is sometimes advantageous to artificially introduce a

controlled level of noise in a relatively quiet electronic circuit to mimic high-noise

signals in biology. Figure 24.12 illustrates a circuit for doing so.

In Figure 24.12, the current-mode integrator with output capacitor C and 2IRa
implement a current-mode version of the RmRNAC lowpass filter in Figure 24.11.

That is, 2IRa and C correspond to IA and C in Figure 14.9 in Chapter 14 on current-

mode circuits. Similarly, vmRNA and imRNA correspond to vOUT and iOUT in Figure

14.9 respectively. Instead of a constant 2IRa in a traditional current-mode lowpass

filter, however, the leak current 2IRa is pseudo-randomly switched on and off with

a duty cycle of 0.5. Thus, the average value of the leak current that sets the lowpass

filter time constant is IRa as in a traditional circuit but the random switching

introduces a stochasticity in this leak current. The log voltage on the current-

mode capacitor is exponentiated and converted to a current imRNA that encodes the

level of mRNA as in any current-mode circuit. The current imRNA is gained up by

bSNR and used to control the frequency, fCCO, of a current-controlled oscillator

(CCO). The output switching frequency of the oscillator is proportional to imRNA
according to fCCO ¼ bSNRimRNA=qCCO, where qCCO depends on design parameters

internal to the CCO. Thus, as mRNA levels rise, the control current and switching

frequency of the CCO rise in proportion. The linear feedback shift register

(LFSR) converts the digital output of the CCO to a random switching signal via

a classic pseudo-random-number generator technique [13]. Thus, the output of the

LFSR randomly switches the IRa current on and off with a switching frequency

fCCO that is proportional to the mRNA level encoded by imRNA. Consequently, as

mRNA levels rise, a consequence of a higher mRNA production rate, the arrival

Current
mode

integrator
CCO LFSR

vmRNA

IACTV

exp

2IRα
C

imRNA
bsnr

Figure 24.12. Artificial noise generation circuit for low SNR. Reprinted with permission from

[14] (#2009 IEEE).
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AraC are not simultaneously present; thus, AraBAD protein production is never

triggered if glucose is only briefly absent. Figure 24.15 (b) shows that long

absences of glucose inducer allow enough time for AraC protein production to

build up and reach equilibrium such that sufficiently large amounts of active CRP

and AraC are simultaneously present; thus, AraBAD protein production is trig-

gered if glucose is absent for a consistently long duration. Hence, the FFL circuit

of Figure 24.14 ensures that the relatively expensive production of proteins needed

to process arabinose, a sugar that has a higher cost/benefit ratio than glucose, is

only initiated if glucose has been absent for a sufficiently long time.

In many molecular circuits in bacteria and yeast, delays in transcription and

translation are relatively negligible compared to mRNA or protein degradation

time constants, respectively. Thus, they can often be approximated by increasing

these time constants a little. In mammalian cells, however, the delay in the

transcription of relatively long genes, which is �30 minutes, can exceed the

mRNA degradation time, which can range from 10 minutes to 10 hours. In certain

feedback circuits, the representation of these delays is crucial. Such delays can be

programmably represented by conventional clock-counting or one-shot techniques

that activate blogic in Figure 24.11 only after a delay. Such delays can be program-

mably incorporated into the chip from which the data of Figures 24.13 and 24.15

were gathered as described in [14].

24.7 Circuits-and-feedback techniques for systems and synthetic biology

Circuits can often shed insight into biology that is harder to obtain in a different

language. For example, work described in [15] has shown how slow outer hair cells

in the ear with a time constant of 1ms can amplify sounds at frequencies over

100 kHz, a two-decade-old mystery. This work shows that while the open-loop

time constant of the piezoelectric outer hair cell is 1ms, the presence of negative

feedback in the cochlea with a gain-bandwidth product that is large enough results

in a closed-loop system capable of amplification at higher frequencies: the process

is analogous to how an operational amplifier with an open-loop time constant of

10Hz can exploit negative feedback to build an amplifier with a gain of 103 at

10 kHz because its gain-bandwidth product is 107. In the cochlea, the situation is

slightly more complex since the overall negative-feedback loop in the cochlea has a

resonance as well, but a simple negative-feedback and root-locus analysis shows

that the resonant gain is also improved by negative feedback, thus further enabling

high-frequency amplification [15]. Thus, circuits-and-feedback concepts can shed

light into how biological systems work. This book has presented circuit models of

the heart in Chapter 20, of the neuron in Chapter 15, and of the ear, vocal tract,

retina, and neurons in Chapter 23, which allow us to rapidly understand how these

systems work. Circuit models are efficient because they are inherently designed to

graphically represent interactions between devices in a system in a meaningful way

that lead to functional sub-blocks. Such sub-blocks can parse complex systems
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Then, Equations (16.35) and (16.36) in Chapter 16 apply exactly to piezoelectric

energy harvesters and describe their energy efficiency. From [8], since the mathemat-

ics of through-and-across variables is very similar for electromagnetic and electro-

static energy harvesters, we can analyze other motion-energy harvesters through the

equations of Chapter 16 as well. Through variables are analogous to generalized

current variables while across variables are analogous to generalized voltage vari-

ables. Later in this chapter, we shall discuss the operation of electric motors, which

are electromagnetic energy generators (harvesters) that operate in reverse. This

discussion will further illustrate the similarity between different kinds of electromech-

anical devices.

In Chapter 16, since we had a required load power consumption in the second-

ary and we wanted to ensure that the reflected power consumption in the primary

due to this load was maximal, we focused on optimizing energy efficiency. In many

energy-harvesting situations, energy efficiency may not be as important as maxi-

mizing energy transfer, i.e., getting as much absolute energy out of the harvester as

possible, even if it means that a large fraction of energy is wasted. For example, in

a resistive-divider circuit composed of a voltage source with a source impedance

RS driving a load impedance RL, energy efficiency is maximized when RL � RS;

maximum energy is transferred from the source to the load when RL ¼ RS, where

the energy efficiency is only 50%. In this case, in the terminology of Chapter 16, it

can be shown that for maximal power transfer

Qopt
L ¼ Q2

1þ k2Q1Q2
ð26:7Þ

The power dissipated in the electrical load Pe at this optimal value is related to

the power dissipated at the mechanical input with no reflected load (d or k ¼ 0),

Pm, according to

Pe

Pm
¼ 1

4

k2Q1Q2

k2Q1Q2 þ 1

� �
ð26:8Þ

Piezoelectric harvesters for wireless sensor networks are described in [10] and

have generated 180–335 mW in 1 cm3 of volume. They can be adapted for use in the

noninvasive medical-monitoring systems described in Chapter 20. A piezoelectric

energy harvester that scavenges energy from compression of the shoe sole has been

able to generate 0.8W of electrical power [11], [12]. Attempts to generate large

amounts of electrical power from body motions, however, create a significant

reflected electrical load on the mechanical side such that the metabolic effort

needed to generate electrical power is consciously felt by the user. Since only

25% of the chemical oxidative energy of glucose is output as useful mechanical

work by the body, even a highly efficient energy harvester at 31% can lead to a

metabolic load to the body that is 12 times greater than the energy being har-

vested. One innovative effort to reduce such metabolic loading on the body uses

an electromagnetic energy harvester placed on a knee brace slightly above the

knee that harvests energy only during leg decelerations. It helps the leg to

830 Energy harvesting and the future of energy



the driver and his control strategy of the actuating system, i.e., the car, ensures

that the car stops and starts at needed positions along the way, with what is

usually adequate precision. Thus, the task, technology, topology, speed, and

precision costs of a low-power system illustrated in the low-power hand of

Figure 1.1 also apply to cars. The car already implements one good principle

of low-power design through its use of a feedback loop, i.e., it separates the costs

of speed and precision by having an accurate sensor (the driver’s eyes) and control

system (the driver’s brain) determine the precision of transport while the actuator

determines its speed. The mutual information that is of relevance in a transporta-

tion task is that between a desired smooth, relatively fast transport trajectory

in the head of the driver and the actual transport trajectory that is achieved.

In the future, a trajectory that weighs the costs of carbon emissions will also be

important.3

One principle of low-power design that cars can exploit in the future lies in

improving the balance between computation costs and communication costs. Cars

can wirelessly communicate with traffic lights and with each other such that the

transportation of several drivers is more optimal, therefore saving energy. For

example, traffic lights could automatically adapt their timing within a reasonable

range such that the directions and locations of high flux have lower waiting times

than the directions and locations of lower flux. Traffic lights can be coordinated

and synchronized like interacting phase-locked loops that receive correction

inputs based on traffic flux counts. Traffic lights could also adapt to patterns that

are automatically recognized as being due to an accident scenario. The power

costs of wireless transmission for relatively short ranges is extremely cheap,

especially when compared with the phenomenal power costs of transportation

(1 to 10W versus tens of kW). Furthermore, energy harvesting from LEDs in

traffic lights or RF transmissions from incoming cars can provide constant rechar-

ging boosts to such systems such that they can be self-powered (see Chapter 17 for a

discussion of far-field wireless recharging systems). Car-to-car hopping can be

used for longer-range communication, which is significantly more power efficient

per unit distance than a non-hopping strategy (NðR=NÞ2 < R2 for N > 1 in an

N-hop network). Needless to say, the benefits of such sensor-network schemes will

have to be weighed against their costs and ease of implementation within an

existing infrastructure. Adaptive traffic lights and car-to-car communication are

being researched [33].

We shall now shift gears from discussing how to minimize power consumption

to discussing how to generate power. We shall begin with what is likely to be the

most important source of the power in our future, solar electricity.

3 Accidents result because of conflicting control algorithms in the heads of different drivers, the

imprecision and/or slow reaction times of a drunk-driver’s control algorithm, or the disobedience

of traffic rules. Thus, driving precision is strongly determined by feedback loops. The power costs of

precision are largely borne by the driver and are relatively small. From [27], D. J. Morton and

D.D. Fuller. Human Locomotion and Body Form (New York, NY: Waverly Press, Inc., 1952), they

are estimated to be an additional 83 W over the basal 81 W metabolic rate of the driver.
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Black, 32

Black’s formula, 32
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brain implant. See brain-machine interface

brain-machine interface

basics, 15

compression in, 572
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requirements for a visual prosthesis, 567
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braking
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electric, 841
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cations, 791

cellular neural network (CNN), 736
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chapter overview, 24
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electronic noise analysis, 758
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energy and information, 673, 684

energy and power, 855

energy density

of common fuels, 823

of lithium-ion battery, 823

energy density vs. power density, 817
in a fuel cell, 819

primary and secondary batteries, 818

Ragone curve, 817

volume vs. surface area, 817
energy efficiency

man versus nature, 674

of the body, 831

reason for in nature, 675

energy harvesting

benefits, 822

electromagnetic, 827

electrostatic, 827, 831

for biomedical sources, 825

generic system, 825

inertial motion, 827
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energy harvesting (cont.)

of body heat, 831, 833, 834

of body motion, 827, 831

piezoelectric, 829

solar, 848

sources, 824

with antennas, 454

Enz. See EKV model

equipartition theorem, 190

Euclid, 330

Evans, 44

exchange current, 796

extra element theorem, 261

facilitate and sample (FS), 738

fake-label technique, 241

Faradaic current, 795

Faradaic resistance, 801

Faraday, 789

FCC, 523

1/f circuit noise analysis, 320

1/f noise reduction. See lock-in amplication

feedback

in transducers, 828

in transport, 847

feedback circuits

brain-inspired, 382

feedback loop, 32

in a motor, 841

in a piezoelectric, 829

in velocity saturation, 135

feedback systems

advantages of block diagrams, 239

basics, 28

benefits, 36

chemical reactions, 30

closed-loop two-pole tau and Q rules, 228

compensation, 219

conditional stability, 229, 395

connection to circuits, 35

damping, 219

describing functions, 231

disadvantages, 688

disturbance rejection, 37

effect on impedance, 39

electric properties, 451

examples, 29

fake-label technique, 235

in electromagnetism, 31

in science and engineering, 29

in the brain, 29

inverse functions, 42

linearization, 38

low-power advantages, 687

mnemonic, 44

Mp, 218

positive feedback, 232

quality factor, 219

root locus, 44

sensitivity, 36

speedup, 42

stabilization, 43

synergy with feedforward, 689

universality of, 29

zeros, 55

feedforward systems, 689

Feynman, 785, 822

glory-of-science quote, 155

filters

topology and power, 331

types, 330

first-order filter

power scaling law, 325

flatband voltage, 69, 73

fluctuation-dissipation theorem, 182

fluorescence, 606

Food and Drug Administration (FDA), 489

fractional bandwidth, 472

Franklin, 617

free space impedance, 459

frequency locked loop (FLL), 499, 503

Frey, 354

fuel cells, 816, 854

fully implanted, 535

future of energy, 822

gain margin, 218

galvanic communication, 604

gated clocks, 641

gate degeneration, 306

gene-protein networks, 766

generalized resistive divider, 238

Gibran, 301

Gilbert, 354

glitching power, 625

Gm–C filters

alternative second-order, 344

power table, 346

state-space synthesis, 331–332

traditional second-order, 339

Gouy-Chapman capacitance, 808

Grant’s rule. See root locus, mean rule

grassoline, 854

gyrators, 333

half-duplex link, 498

half MOSFET, 79

hand. See low power

H-bridge, 479

heart

artist’s depiction, 581

basic operation and anatomy, 581

dipole vector, 586

dipole vector motion, 588
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electrical circuit model, 581, 730

integrated-circuit model of, 583

pressure waveforms, 585

heart locked loop (HLL)_, 730

heat dissipation, 490

Helmholtz, 853

Helmholtz capacitance, 808

Helmholtz double layer, 807

Hertz, 454

Hill coefficient, 768

Hogge phase detector, 501

hybrid computation. See also collective analog

in the brain, 739

hybrid computers, 741

hybridization, 606

hybrid state machines

advantages of, 681

analog dynamical system (ADS) in, 679

computational ADCs, 742

deeper discussion, 679

generalization of FSMs, 679

HMMs, 742

hybrid cellular automata, 742

implementation challenges, 683

in nature, 683

neuron-inspired, 681, 741

similarity to ADCs, 680

ICG, 579

IEEE convention, 104

immunosensor, 606

impedance modulation, 490

benefits, 511

dynamic effects, 505

effective modulation depth, 495

energy efficiency plot, 522

experimental energy efficiency, 511

fundamental SNR equation, 515

in coupled resonators, 493

ISI energy efficiency, 521

limits of analysis validity, 517

modulation index, 494

power consumption plot, 522

reflected impedance, 494

RF receiver, 497

similarity to reflection imaging, 491

soft switch turn on, 508

strong coupling, 517

strong coupling energy efficiency, 519

weak coupling, 516

weak coupling energy efficiency, 519

implant

brain. See brain implant

cochlear. See cochlear implant

power link, 421

retinal, 531

RF links, 489, 525

size, 6

implantable electronics, 531

implant RF links, 489, 525

inducer, 766

inductive link

critical coupling, 429

energy efficiency, 436

energy-efficiency formula, 439

feedback block diagram, 425

maximum energy efficiency, 439

overcoupled, 430

resonance shifts, 433

root-locus analysis, 427

theory, 422

undercoupled, 430

voltage transfer function, 429

inductive power link, 421

information. See also energy and information

encoding, 11

in transport, 846

link to energy, 9

insolation, 848

inter symbol interference (ISI), 518, 519

intuitive MOS model, 63

inverse frequency, 351

ionic current, 791

Kant, 28

kappa approximation, 84, 85 See also

subthreshold, slope coefficient

basic equation, 86

capacitive divider, 85

mobile charge, 91

Keller, 531

kinetic proofreading

biology, 777

circuit analogy, 779

Picasso lover analogy, 778

Kron, 455

Krummenacher, 129. See also EKV model

lab on a chip, 579

Landauer, 674

Laughlin, 748

link spectral efficiency, 518

lithium-ion battery

basic numbers, 812

geometries, 814

ionic current flow, 793

precision charging requirements, 813

rocking-chair chemistry, 814

lock-in amplification, 202

logarithmic transimpedance amplifier, 283

log domain

for modeling chemical reactions, 760

log-domain circuits. See translinear circuits

logic DAC in cells, 771
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loop filter (LF), 500

low power

adaptive biasing, 575

algorithm for electrode-stimulation, 560

analog and mixed-signal design, 651

automatic gain control (AGC), 542

bandpass filter, 544

battery-free medical tag, 601

benefit on size and cost, 820

common analog and digital themes, 669

comprehensive table, 664

computation-communication balance, 686

digital architectural principles for, 647

digital design, 617

EEG amplifier, 604

electrocardiogram amplifier, 590

energy extraction, 545

energy-harvesting antenna, 601

envelope detector, 545

factors affecting, 662

four benefits for battery efficiency

and lifetime, 819

hand, 9, 661

heart-model chip, 581

importance of, 6

importance of feedback in, 660, 687

information reduction, 686

log ADC, 551

microphone preamplifier, 538

neural amplifier, 574

parallel architectures, 685

phonocardiograph, 601

principles, 17

problem definition, 10, 683

pulse oximeter, 595

sensor and actuator design, 692

separation of speed and precision, 690

Shannon limit, 671

ten design principles for, 683

time evolution, 691

transport, 846

verse, 691

wide-dynamic-range imager, 567

low power mnemonic, 691

low-voltage analog design, 326

Lundstrom, 150

magnetic bead labels

for antigen detection, 606

for cancer bio-marker detection, 606

for DNA detection, 606

maximum gain circuit, 543

Maxwell’s equations, 455

Mead, 354, 697, 699, 744

mechanical system modeling, 826

electrical equivalents, 827

medical monitoring, 580

battery-free tag, 602

event-recognition chip, 603

patient localization, 601

with microphones, 603

MEG, 579

MEMS cantilevers, 608

MEMS capacitance sensor, 201

MEMS vibration sensor, 608

Michaelis-Menten kinetics, 756

micro array, 606

microfluidics, 605, 610

microphone front end, 538

Middlebrook, 261

minimum detectable signal, 198

minimum power-supply voltage, 620

minority-carrier diffusion, 282

Minsky, 240

mitral valve, 583

moderate inversion

digital operation, 635

noise in, 179

molecular biology textbook, 767

Moore, 129

morphogen, 785

MOS capacitor, 68

physical intuition, 78

MOS device physics

analogy to bipolars, 64

ballistic transport, 147

bandgap widening, 145

beta, 125

bipolar transistor analogy, 126

bulk charge, 76

capacitance definitions, 113

capacitance equation summary, 117

charge-based current model, 92

deep submicron effects, 129

drain induced barrier lowering (DIBL), 140

elementary scattering theory, 149

energy viewpoint, 65

equation summary table, 101

exact long-channel equation, 82

extrinsic and intrinsic capacitances, 120

forward and reverse currents, 93

fT, 127

gate charge, 76

general treatment, 57

high-frequency and RF models, 146

intuitive model, 63

inversion-charge-based capacitance

relations, 116

mobile charge, 72

MOS capacitor, 68

nanoscale transport, 149

physical insight summary, 82

poly gate depletion, 144

practical treatment, 84
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scaling, 152

short-channel effects, 129

small signal operation, 103

strong-inversion current, 95

transconductance parameter definitions, 104

transit time, 123

tunneling, 151

velocity saturation, 133

velocity-saturation equation summary, 138

velocity-saturation feedback loop, 137

vertical mobility field reduction (VMR), 143

weak-inversion current, 93

motors

efficiency, 843

equivalent circuit, 841

reflected conductance, 843

reflected impedance, 842

mTAS, 611

Muir, 184

n approximation, 86, See also kappa

approximation, basic equation

basic equation, 86

Nafion, 817

Natori, 149

NATURE brain circuit, 381

neural amplifiers, 574

neuromorphic, 699

other work, 747

neuron-inspired

distributed-feedback circuit, 382

neurons vs. cells

cell is low-power pioneer, 784

HSMs, 784

similarity table, 783

Newton’s laws, 826

noise in circuits

in general circuits, 200

in hearing, 210

in mechanical circuits, 207

in transconductance amplifiers, 193

kT/C, 185, 189, 190
photoreceptor noise, 187

RC lowpass, 185

noise in devices

1/f noise basics, 170
1/f noise corner, 176

1/f noise notes, 173

1/f voltage-noise formula, 175

Carson-Campbell theorem, 158

correlation calculations, 161

feedback regulation of, 180

in above-threshold transistors, 169

in resistors, 165

in short-channel devices, 176

in subthreshold transistors, 162

induced gate noise, 181

input-referred, 169

moderate-inversion formula, 179

Nyquist-Johnson formula, 167

relative noise power, 159

shot noise equation, 159

shot-thermal noise unity, 167

ski-slope analogy, 177

noise-resource equation, 655, 657

noninvasive medical electronics, 579

nonreturn to zero (NRZ), 499

Nyquist criterion, 212

Nyquist criterion example, 216

offset compensation

in lockin amplifiers, 205

in log ADC, 552

ohmic polarization, 800

operon, 770

ordinary transconductance amplifier (OTA), 302

oxidizing agents, 790

oxygen saturation. See pulse oximetry

pacemaker

artificial, 586

biological, 585

parallel-to-series, 427

Parkinson’s disease, 531

phase detector (PD), 500

phase locked loop (PLL), 499

loop transmission, 502

phase margin, 218

phase transitions, 30

phonocardiogram (PCG), 601

advantages over ECG, 601

photodiode, 278

photojunctions, 280

photoplethysmogram (PPG), 599

traces, 599

photoreceptor

advanced version, 298

feedback analysis, 286

with feedback zeros, 298

noise analysis, 292

in pulse oximetry, 599

phototransduction, 282

photovoltaics, 848

cost, 853

efficiency, 851, 852

multi-junction, 851

open-circuit voltage, 850

principles of operation, 849

Shockley-Quiesser limit, 850

short-circuit current, 850

solar concentrator, 852

piezoelectric

circuit model, 829

coefficient, 829
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piezoelectric (cont.)

coupling coefficient, 829

energy harvester numbers, 830

maximum energy transfer, 830

reflected impedance, 829

shoe, 830

pinchoff voltage, 89

Poincare, 3

point of care (POC), 579

Poisson-Boltzmann equation, 75

Poisson process, 155

polymerase chain reaction (PCR), 606

power consumption

of an antelope, 845

of cars, 840

of the world, 835

power link

antenna, 454

design procedure, 441

experimental parameters, 431

inductive, 422

power supply rejection

in current reference, 556

in current sources, 540

in microphones, 541

in operational amplifiers, 541

precordial leads, 589

predictive comparator, 560

protein-protein networks, 764

pulmonic valve, 583

pulse oximeter, 275, 298

pulse oximetry

basics, 596

deoxyhemoglobin, 596

duty cycling, 599

evaluation of oxygen saturation, 598

oxyhemoglobin, 596

relative absorbance, 598

pulse width demodulation, 504

pulse width modulation

(PWM), 503

receiver, 504

Q, quality factor, 335

Ragone curve, 817

rectennas, 454

in medical monitoring, 601

rectifier modeling, 483

redox reaction, 790

reflected conductance, 829, 843

reflected impedance, 842

in impedance modulation, 494

release time constant, 547

repressor, 767

resonators, 334

resource-SNR equations, 658

retina

circuit model, 734

equations, 735

feedback intuition, 735

similarity to cochlea, 736

return ratio

bridged-T example, 254

inverting-amplifier example, 250

of dependent generator, 242

of passive parallel impedance, 243

of passive series impedance, 244

resistive-bridge example, 253

robustness analysis, 249, 250

robustness analysis in cells, 782

summary, 270

Thevenin’s theorem, 264

transfer-function modification, 247, 248

return ratio analysis, 240

return to zero (RZ), 499

reflected impedance, 426

resonance shifts, 433

RF carrier frequency choice, 524

RF cochlea

algorithmic efficiency, 719

basics, 19

biological inspiration, 707

cognitive radio, 703

experimental performance, 724

input impedance, 715

integrated-circuit bidirectional model, 721

integrated-circuit unidirectional model, 723

sampling requirements, 715

RF-ID, 491

antenna, 477

RF impedance transformation, 426

RF oscillator, 495

RF receivers

incoherent vs. coherent, 522

RF transceiver

experimental waveforms, 509

rheobase, 559

right-brain vs. left-brain, 746
robust biasing, 555

robustness-efficiency tradeoff

analog versus digital, 654

due to feedback, 688

with redundancy, 670

root locus

asymptote rule, 50

beginning rule, 46

complex-singularity rule, 51

departure rule, 49

example, 54

mean rule, 50

mnemonic, 54

normalized value rule, 52

real-axis rule, 47
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remote rule, 51

value rule, 52

Roska, 736

Russell, 84

sample-and-hold circuit, 563

secondary battery, 815

second law of thermodynamics, 833

second-order systems

introduction, 334

table of properties, 353

Seebeck effect, 832

Seevinck, 354

series-to-parallel, 427

Shannon limit, 673

silicon cochlea, 725

small signal operation, 103

SNR equation in communication, 518

software defined radio (SDR). See RF cochlea

solar. See also photovoltaics

concentrator, 852

electricity, 848

insolation, 848

solar cells, 848. See also photovoltaics

source degeneration, 306

specific absorption rate (SAR), 525

speech locked loop (SLL)

benefits of, 729

s2 plane geometry

introduction, 347

intuitive results, 349

phase, 351

real-axis poles, 350

table, 352

squirrels. See feedback systems, mnemonic

static power, 626

Stern capacitance, 808

stochastic resonance, 549

stochastics

artificial electronic mimic of molecular, 773

automatic electronic mimic of

molecular, 764

bipolar transistor analogy, 781

in DNA-protein circuits, 772

in protein-protein circuits, 764

stochiometric chemical balance, 793, 795

subthalamic nucleus, 531

subthreshold

advantages, 153, 684

analogy to chemical reaction, 755

channel charge distribution, 123

comparison to above-threshold table, 59

digital design, 617

digital energy per cycle, 632

digital sizing for robust operation, 622

disadvantages, 685

motivations, 7–9

noise in, 161

optimum power-supply voltage, 632

robust biasing, 329

robust digital topologies, 622

short-circuit power, 628

slope coefficient, 77, 84

small-signal capacitances, 122

small-signal transconductance parameter

summary, 108

super buffer, 268

super-capacitors, 853. See also

ultra-capacitor

switching probability, 624, 625

systole, 581

Tagore, 651

temperature robustness

in current reference, 555

in log ADC, 553

Tesla, 421

thermal resistance, 832

of air, 832

of the body, 832

thermopile, 832

tissue electric properties, 451

Toumazou, 354

traffic lights, 847

trains

energy efficiency, 840

transconductance amplifier

distortion analysis, 322

noise analysis, 317

offset analysis, 315

transcription, 766

transcription factor, 766

transimpedance amplifier, 275

linear speedup formula, 276

logarithmic speedup formula, 277

transistor scaling, 152

translation, 766

translinear circuits

integrator, 365

lowpass filter, 359, 361, 363, 364

multiplier, 359

signal-to-noise ratio, 372

static, 356

transmission line, 456, 705

architectures in biology, 701

impedance, 706

in cellular development, 785

in neuronal dendrites, 739

in retina, 736

propagation, 705

transport communication, 847

transport efficiency, 838–839, 844

definition, 838

in birds, 845
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transport efficiency, (cont.)

in cheetahs, 844

in planes, 845

of antelopes, 845

of walking, 845

wheels, 845

tricuspid valve, 583

tunneling, 151

Tsividis, 68, 354

Tzu, 103

ultra-capacitors, 536, 819, 853

ultra-low-leakage switch, 563

ultra-low-noise amplifier, 208

ultra wide band (UWB), 489, 525, 673

uplink, 491

ventricle, 581

visual prosthesis

cochlear-implant inspired, 570

compression and coding in, 571

Vittoz, 129, 354

vocal tract, 730

integrated-circuit implementation, 731

noise robustness, 733

Warburg impedance, 810

wearable electronics, 579

well-input amplifier, 304

wide linear range amplifier (WLR), 303

winner-take-all circuit, 373

large-signal operation, 379

small-signal operation, 375

WKB approximation, 713

world electricity consumption, 836

world power consumption, 835

zinc-air battery

basic numbers, 815

chemistry, 815
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Epilogue

Information is represented by the states of physical devices. It costs energy to

transform or maintain the states of these physical devices. Thus, energy and

information are deeply linked. It is this deep link that allows us to articulate

information-based principles for ultra-low-power design that apply to biology or

to electronics, to analog or to digital systems, to electrical or to non-electrical

systems, at small scales or at large scales. The graphical languages of circuits and

feedback serve as powerful unifying tools to understand or to design low-power

systems that range from molecular networks in cells to biomedical implants in the

brain to energy-efficient cars.

A vision that this book has attempted to paint in the context of the fields of ultra-

low-power electronics and bioelectronics is shown in the figure below. Engineering

can aid biology through analysis, instrumentation, design, and repair (medicine).

Biology can aid engineering through bio-inspired design. The positive-feedback

loop created by this two-way interaction can amplify and speed progress in both

disciplines and shed insight into both. It is my hope that this book will bring

appreciation to the beauty, art, and practicality of such synergy and that it will

inspire the building of more connections in one or both directions in the future.

BIOLOGY ENGINEERING

Bio-inspired

Analysis, Instrumentation, Design, Repair

Epilogue The two-way flow between biology and engineering.
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