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Appendix D Matrix odds and ends D

Big book, big evil.
Callimachus

Here we provide some matrix-related material that was too extensive for the print ver-
sion of chapter 4 in the book. Specifically, we extend section 4.2 (which was limited to
mathematical derivations) with “experimental” investigations of matrix perturbations and
the effect they have on linear-system and eigenproblem solutions. Similarly, as a preamble
to the Project in section 4.6, we provide the theory behind the matrix representation of
interacting spin-half particles in quantum mechanics.

D.1 Matrix perturbation theory by example
I —

We now turn to a discussion of practical error estimation in work with matrices. In the
spirit of chapter 2, this will entail us finding worst-case (pessimistic) error bounds. Note
that this will not amount to a detailed error analysis of specific methods, say, for the solu-
tion of linear systems of equations. Instead, we will provide some general derivations and
examples of when a problem is “well-conditioned”, typically by using matrix perturbation
theory (i.e., by checking what happens if there are uncertainties in the input data). An ex-
plicit analysis of specific methods (like the pioneering work by Wilkinson in the 1960s on
Gaussian elimination) ends up showing that rounding errors are equivalent to perturbations
of the input data, so in essence this is precisely what we will be probing.

Thus, in what follows, after some preliminary comments, examples, and definitions, we
will investigate quantitatively how linear systems, eigenvalues, and eigenvectors depend on
the input data. We will be examining in each case the simplest scenario but, hopefully, this
will be enough to help you grasp the big picture. The present section will introduce a large
number of examples and discuss their properties: to streamline the presentation, we don’t
show the analytical manipulations or Python code that is used to produce specific numbers.
Once you are comfortable with the concepts at play, you can use Python programs like
those introduced in the following sections (or the functionality contained in numpy . 1inalg)
to verify our numerical results.
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D.1.1 From a posteriori to a priori Estimates
Let’s study a specific 2 X 2 linear system, namely Ax = b for the case where:

0.2161 0.1441
(D.1)
1.2969 0.8648

Alb) =
A [ 0.8642

0.1440]

This problem was introduced by W. Kahan (who was also responsible for many of the
examples we studied in chapter 2) in Ref. 4. We are stating from the outset that this example
is contrived. That being said, the misbehavior we are about to witness is not a phenomenon
that happens only to experts who are looking for it. It is merely a more pronounced case of
problematic behavior that does appear in the real world.

Simply put, there are two options on how to analyze errors: (a) an a priori analysis, in
which case we try to see how easy/hard the problem is to solve before we begin solving
it, and (b) an a posteriori analysis, where we have produced a solution, and attempt to see
how good it is. Let’s start with the latter option, namely an a posteriori approach.

Say you are provided with the following approximate solution to the problem in Eq. (D.1):

%" =(0.9911 -0.4870) (D.2)

We are showing the transpose to save space on the page; we will keep doing this below.
One way of testing how good a solution this is, is to evaluate the residual vector:

r=b-AX (D.3)

Qualitatively, you can immediately grasp this vector’s meaning: since the “true” solution
x satisfies Ax = b, an approximate solution X should “almost” satisfy the same equation.
Plugging in the matrices gives us for this case:

' =(-10% 107%) (D4)

which might naturally lead you to the conclusion that our approximate solution X is pretty
good, i.e., it may suffer from minor rounding-error issues (say, in the last digit or some-
thing) but other than that it’s a done deal. Here’s the thing, though: the exact solution to
our problem is actually:

xX'=(2 -2 (D.5)

as you can easily see by substituting in the starting equation, Ax = b (in other words, we
get a zero residual vector for the exact solution). Thus, far from being only slightly off, our
approximate “solution” X doesn’t contain even a single correct significant figure.

With the disclaimer that there’s much more that could be said at the a posteriori level,
we now drop this line of attack and turn to an a priori analysis: could we have realized that
solving the problem in Eq. (D.1) was difficult? How could we know that there’s something
pathological about it?
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D.1.2 Magnitude of Determinant?

D.1.2.1 Example 1

In an attempt to see what is wrong with our example:

0.2161 0.1441
(Alb) = { (D.6)

“11.2969 0.8648

0.1440
0.8642

we start to make small perturbations to the input data. Imagine we didn’t know the values
of, say, the coeflicients in A all that precisely. Would anything change then? Take:

0.0001 0
AA = (D.7)
0 0

This is employing notation that is analogous to that in chapter 2: an absolute perturbation
is AA. To be explicit, what we are now studying is the effect of a perturbation in A on our
solution. In other words, we are now solving the linear system:

(A+AA)(x+Ax)=b (D.8)
where the constant vector b is kept fixed/unperturbed. For the specific case studied here:
(x+Ax) = (—2.3129409051813273 x 107 9.996530588644692 x 10—1) (D.9)

By any reasonable definition of the word, this is not a “small” effect. Our perturbation
from Eq. (D.7) amounted to changing only one element of A by less than 0.1% and had a
dramatic impact on the solution to our problem.

D.1.2.2 Example 2

You might be thinking that this is all a result of our example in Eq. (D.6) being contrived.
OK, let’s look at another linear system of equations:

(Alb) = bl 2 (D.10)
~ |t root | 2.001 '
The exact solution to this problem is:
xX'=(1 1) (D.11)

as you can easily see by substituting in the starting equation, Ax = b.

We will now make a small perturbation to our coefficient matrix and see what happens.
In other words, we will again solve Eq. (D.8). As before, we make a small change to
the coefficient matrix, again of less than 0.1% in only one element (adding 0.001 to the
bottom-right element of A this time). If you solve the new set of equations, you will find:

x+A%)" ~ (15 05) (D.12)

In this case, too, a change of a single element in the coefficient matrix by less than 0.1%
led to a large effect (as much as 50%) on the solution vector.
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We can, similarly, also perturb the constant vector b. In other words, we can try to solve:
AX+Ax)=b+Ab (D.13)

where A is left untouched. As usual, let’s take a specific case, adding in 0.001 to the bottom
element. This leads to a solution which is 100% different from the unperturbed one:

x+Ax)" =(0 2) (D.14)

D.1.2.3 Example 3

Perturbations like AA or Ab above may result from rounding error: in physics applications,

the matrices A and b are often themselves the result of earlier calculations, i.e., not set in

stone. They may also result from uncertainty in the input data. If you are thinking that

small perturbations will always lead to dramatic consequences in the solution, know that

this is not true: it’s just a result of studying the specific cases of Eq. (D.6) and Eq. (D.10).
To see that this is, indeed, the case, let’s look at a third example:

2 1

Alb) =
(Alb) 1 2

2 (D.15)
; .

The exact solution to this problem is:
x'=(-1 4) (D.16)

To probe the sensitivity of this problem to perturbations, we will make a slightly larger
change to the coefficient matrix, this time of 1% in one element (adding 0.01 to the bottom-
left one). If you solve the new set of equations, you will find:

(x+ Ax)" = (~1.003344481605351  4.006688963210702) (D.17)

Finally, here’s a case where a small perturbation (1% change) in the coefficient matrix has a
small effect (less than 0.5%) in the solution vector. Perhaps not all linear-system problems
behave as strangely as the first two we studied in this section.

We, similarly, can perturb the constant vector b, by adding 0.01 to the top element, a
change of less than 0.5%. This leads to:

(x+Ax)" = (~0.9933333333333334  3.9966666666666660) (D.18)

which is a bit more than 0.5% different from our unperturbed solution. In this case, too, we
see that our problem from Eq. (D.15) is much better behaved than the earlier ones.

What is making some problems behave poorly (i.e., be very sensitive to tiny pertur-
bations) and others to behave better? One criterion that is sometimes mentioned in this
context is: since (as we see in appendix C.2) a non-invertible/singular matrix has determi-
nant 0, it is plausible that matrices that have determinants that are “close to 0” are close
to being singular. Let’s look at this potential criterion in more detail. For Example 1 we
find |A| = —1078, for Example 2 we find |A| = 0.001, and for Example 3 we find |A| = 3.
Thus, at first sight, our criterion regarding the “smallness of the determinant” appears to
be borne out by the facts: the examples that had small determinants were very sensitive to
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tiny perturbations, whereas the example with a larger determinant was not sensitive. (Don’t
stop reading here, though.)

D.1.3 Norms for Matrices and Vectors

D.1.3.1 Example 4

Consider the following question: what does “small determinant” mean? If the definition is
“much less than 17, then one might counter-argue: what about the following matrix:

0.2 0.1
A= (D.19)
0.1 0.2

As you may have noticed, this is simply our matrix from Eq. (D.15), with each element
multiplied by 0.1. Our new matrix has |A| = 0.03, which is certainly smaller than 1. But
here’s the thing: if you also multiply each element in b by 0.1, you will find the same solu-
tion as in Eq. (D.16). (You shouldn’t be surprised: this is simply the result of multiplying
two equations by a constant.) What’s more, the linear system of equations will be equally
insensitive to perturbations in A or b. Obviously, our tentative definition that “small de-
terminant means much less than 1 leaves a lot to be desired, since a determinant can be
made as large/small as we wish by multiplying each element by a given number.

Intuitively, it makes sense to think of a “small determinant” as having something to
do with the magnitude of the relevant matrix elements: in the case we just studied, the
determinant was small, but so were the matrix elements involved. In contradistinction to
this, our Example 2 above had matrix elements of order 1 but |A| = 0.001, so it stands to
reason that that determinant was “truly”” small.

D.1.3.2 Definitions and Properties for Matrices

Let us provide our intuitions with quantitative backing. We will introduce the matrix norm,
which measures the magnitude of A. There are several possible definitions of a norm, but
we will employ one of two possibilities. First, we have the Frobenius norm:

(D.20)

Note that double vertical lines are used to denote the norm. This is different from single
vertical lines, used to denote the determinant of a matrix or the absolute value of a real
number or the modulus of a complex number. Another popular definition is that of the
infinity norm:
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n—1
IAlls = max > [A] (D21)
sicn-1 £

which is also known as the maximum row-sum norm. As you can see, both of these defini-
tions try to measure the magnitude of the various matrix elements. Other definitions choose
different ways to accomplish this (e.g., maximum column sum).

Regardless of the specific definition employed, all matrix norms for square matrices
obey the following properties:

lA]l =0

lAll = 0 if and only if all A;; = 0

IkA|l = |kl [|A]l (D.22)
IA + BIl < [IA]l + B

IAB]| < [IA]l B

Notice that a matrix norm is a number, not a matrix.' The fourth of these relations is known
as the triangle inequality and should be familiar to you from other contexts.

We can now return to the question of when the determinant is “small”. A reasonable
definition would be |det(A)| < ||A||, where we took the absolute value on the left-hand side
and used the det notation to avoid any confusion. This new criterion has the advantage that
it takes into account the magnitude of the matrix elements. Let’s test it out for the cases
discussed above (employing the Frobenius norm, for the sake of concreteness):

o Example 1: |det(A)| = 1078 and ||A||r ~ 1.58, so |det(A)| < ||A]|r holds.

e Example 2: |[det(A)| = 0.001 and [|Al|r = 2.0, so |det(A)| < ||Al|r holds.

o Example 3: |[det(A)| = 3 and ||A||r = 3.16, so |det(A)| < ||A||r does rot hold.

e Example 4: |det(A)| = 0.03 and ||A||r = 0.32, so |det(A)| < ||A||r does not really hold.
These results seem to be consistent with what we had seen above: Examples 1 and 2
are near-singular, while Example 3 is not singular. For Example 4, this criterion claims
that our matrix is not quite singular (though it’s getting there). Our introduction of the
concept of the matrix norm seems to have served its purpose: a small determinant needs to
be compared to the matrix norm, so Example 4 (despite having a small determinant) is not
singular, given that its matrix elements are small, too.

D.1.3.3 Definitions for Vectors

In what follows, we’ll also make use of norms of column vectors, so we briefly go over
two such definitions:

n—1
2
IIx|lz = E Ixil”,  lixllo = max |x;| (D.23)
pary 0<i<n-1

I This is analogous to a matrix determinant, which quantifies an entire matrix, but is not a matrix itself.
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These are the Euclidean norm and the infinity norm, respectively. The latter is also known
as the maximum-magnitude norm.

D.1.4 Condition Number for Linear Systems

D.1.4.1 Example 5

Unfortunately, our criterion |det(A)| < ||A|| is flawed (its appearance in textbooks notwith-
standing).> We’ll look at only two examples of how it can lead us astray. The first one is
already implicit in what we saw above: take Example 3 and multiply the matrix elements
by a small number. We have:

(D.24)

A 2%x10710 1x10°10
T l1x 10710 2x 10710

As advertised, this is simply our matrix from Eq. (D.15), with each element multiplied by
10719, Let’s summarize where things stand for this case:

e Example 5: |[det(A)| = 3 x 1072 and ||A||r ~ 3.16 x 10719, s0 |det(A)| < ||A]|r holds.

But isn’t this strange? Simply multiplying a set of equations by a small number cannot be
enough to make the problem near-singular. Our intuition is borne out by a more detailed
investigation: just like for Example 3, a 1% change in one element of A will have an effect
of less than 0.5% on the solution-vector elements. Thus, for Example 5 the linear system
of equations will be equally insensitive to perturbations in A or b as Example 3 was.

D.1.4.2 Example 6

We just saw a case where the determinant is much smaller than the norm, yet the problem
is not sensitive to perturbations/near-singular. Now, let’s turn to our next counter-example.
We will find the reverse: a determinant that is much larger than the norm for a problem that
is near-singular. Let’s look at the following 8 X 8 problem:

2 -2 -2 ... =2
o 2 -2 ... =2

A=0 0 2 ... =2 (D.25)
0O 0 O 2

The corresponding results are:

e Example 6: |[det(A)| = 256 and ||A||r = 12, so in this case |det(A)| > ||A||r holds (with a
>, not a <).
2 As Jonathan Swift put it in his 1731 Verses on the Death of Dr. Swift:

“Yet malice never was his aim;
He lash’d the vice, but spar’d the name.”
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OK, so the criterion is clearly not satisfied. Is this reason for concern? Well, try pairing this
matrix with the following constant vector:

b =(+1 -1 +1 -1 +1 -1 +1 -1 (D.26)
You should (analytically or not) find the following solution vector:
x'=(-21 11 -5 -3 -1 -1 0 -1/2) (D.27)

Let us now introduce a small perturbation (inspired by Ref. 6) of —0.01 in the bottom-left
element of A. We find the following perturbed solution vector:

(x+Ax)" ~(-30.88 -1594 -7.47 -424 -1.62 -131 -0.15 -0.65)
(D.28)
where we rounded for ease of viewing. Thus, we carried out a tiny change in 1 out of 64
matrix elements (with a magnitude that is 0.5% of a matrix element value) and ended up
with a solution vector whose matrix elements are different by as much as 60%. In other
words, this matrix is very sensitive to perturbations in the initial data.

To summarize, for Example 5 the criterion is satisfied but the matrix is not near-singular,
whereas for Example 6 the criterion is not satisfied but the matrix is near-singular. These
two examples should be enough to convince you that, when doing an a priori investiga-
tion into a linear system of equations, you should not bother with testing whether or not
|det(A)| < ||A]| holds.

D.1.4.3 Derivation

So where does this leave us? Just because we had a faulty criterion does not mean that
a good one cannot be arrived at. In the present subsection, we will carry out an informal
derivation that will point us toward a quantitative measure of ill-conditioning. (Spoiler
alert: it does not involve the determinant.) This measure of the sensitivity of our problem
to small changes in its elements will be called the condition number.

Let us start with the unperturbed problem:

Ax=b (D.29)

and combine that with the case where A is slightly changed (as above), with b being held
constant. Obviously, this will also impact the solution vector, as we saw above. The relevant
equation is:

(A + AA)(X + AX) = b (D.30)

Of course, you could have chosen to also perturb the elements of the constant vector b (ei-
ther at the same time or separately). These scenarios are explored in problems 4.3 and 4.4.



Matrix perturbation theory by example

Expanding out the parentheses in Eq. (D.30) and plugging in Eq. (D.29), we find:
AAX = —-AA(X + Ax) (D.31)
Assuming A is non-singular (so you can invert it), you get:
Ax = —A7'AA(X + AX) (D.32)
Taking the norm on both sides we find:
IAxX]) = A" AAGx + Ax)ll < A7 IAA] [Ix + Ax] < IA™' ]| [IAA]] (1] (D.33)

In the first step all we did was to take the absolute value of —1 (third property in Eq. (D.22))
and in the second step we simply applied the fifth property in Eq. (D.22), twice. In the
third step we used the triangle inequality and dropped the second-order term. Using the
non-negativity of norms (first property in Eq. (D.22)), we get:

llAX]| _
S AT IAA] (D.34)

Multiplying and dividing by a constant on the right-hand side gives us:

llAX| 1y, IAA]I
— < |IAIA™ == (D.35)
[IxIl Al

In other words, if you know an error bound on [[AA[|/||A|| then that translates to an error
bound on ||Ax]|/|[x]|. The coefficient in front of ||AA||/||A]| determines if a small perturbation
gets magnified when solving for x or not.

This derivation naturally leads us to the introduction of the following condition number:

K(A) = [IA]l 1A~ (D.36)

A large condition number leads to an amplification of a small perturbation: we say we are
dealing with an ill-conditioned problem. If the condition number is of order unity, then a
small perturbation is not amplified, so we are dealing with a well-conditioned problem (the
condition number is bounded below by unity). Qualitatively, this condition number tells us
both how well- or ill-conditioned the solution of the linear problem Ax = b is, as well as
how well- or ill-conditioned the inversion of matrix A is. This dual role is not surprising:
conceptually (though not in practice) solving a linear system is equivalent to inverting the
matrix on the left-hand side. Obviously, the precise value of the condition number depends
on which norm you are using (but we’ll employ only the Frobenius norm here).

D.1.4.4 Examples

To get a feeling for the relevant magnitudes, let’s evaluate the condition number for the six
examples encountered above:

e Example 1: x(A) = 249729 267.388, so the problem is (terribly) ill-conditioned.
o Example 2: k(A) = 4002.001, so the problem is ill-conditioned.
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Example 3: «(A) =~ 3.33, so the problem is well-conditioned.
Example 4: «(A) ~ 3.33, so the problem is well-conditioned.
Example 5: «(A) =~ 3.33, so the problem is well-conditioned.
Example 6: «(A) = 512.18, so the problem is ill-conditioned.

We notice that Examples 3, 4, and 5 (which had quite different determinants) all have the
same condition number: this makes perfect sense, since they are the same problem, just
scaled with an overall factor. Our results for all six problems are consistent with what
we discovered above by “experimentally” perturbing some elements in A: those matrices
with a large condition number lead to a larger relative change being propagated onto the
solution vector. What “large” actually means may depend on the specifics of your problem,
but typically anything above 100 is large.

Thus, the condition number manages to quantify the sensitivity to perturbations ahead
of time: you can tell that you will be sensitive to small perturbations even before you start
solving the linear system of equations. Specifically, you might appreciate knowing the
following rule of thumb: for a matrix with condition number 10%, if you perturb the matrix
elements in their #-th digits, then you will be perturbing the matrix elements of the inverse
in their (¢ — k)-th digits; as noted earlier, these perturbations might not be some arbitrary
change you are carrying out by hand, but the inevitable result of the solution method you
are employing. As a matter of fact, the condition number also encapsulates how close we
are to being singular: for an ill-conditioned matrix you can construct a small perturbation
that will render the matrix singular. (Obviously, for a well-conditioned matrix you need a
large perturbation to make the matrix singular.)

D.1.4.5 Example 7

Let’s keep hammering away at the irrelevance of the determinant in connection with how
well- or ill-conditioned a problem is. Look at the following 8 x 8 matrix:

0.1 01 01 ... 01
0 01 01 ... 01

A=|0 0 01 .. 01 (D.37)
0 0 0 .. o0l

If you are thinking in terms of determinants, you might confuse yourself into believing that
having many similar elements leads to ill-conditioning (since determinants combine many
+ and — in sequence). This matrix should convince you that this conclusion is untrue:

e Example 7: k(A) =~ 23.24, so the problem is well-conditioned, despite the fact that
|det(A)| = 1078 and [|A||F = 0.6.

As it so happens, in this case (of a triangular matrix with all the elements being identical),
the +’s and —’s never show up in evaluating the determinant, since for a triangular matrix
the determinant is simply the product of the elements on the diagonal.
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D.1.4.6 Final Remarks

Both the k(A) we introduced and the judiciously chosen perturbations we showed for spe-
cific examples are probing the worst-case situation, i.e., they can be too pessimistic. This
is not too troubling given our limited goals: we are merely providing some quantitative
insight for when you should be careful. This does not mean that every single time you get
a large x(A) you will be extremely sensitive to minor perturbations. As a matter of fact,
in actual physical applications rounding or other errors typically accumulate not on an in-
dividual matrix element (as in the cases we explicitly tried out above), but in entire rows,
entire columns, or the entire matrix itself. In other words, what we’ve been exploring has to
some degree been a worst-case “artificial ill-conditioning” scenario, in order to teach you
what to look out for. Depending on your needs, you might have to study other condition
numbers.

Another qualitative point: to evaluate the condition number «(A) from Eq. (D.36) we
need to first compute the matrix inverse A~!. This raises two issues: (a) wouldn’t the com-
putation of the inverse necessitate use of the same methods (such as those discussed in
section 4.3 below) whose appropriateness we are trying to establish in the first place?, and
(b) computing the inverse requires O(n*®) operations (as we will discuss below) where the
coefficient in front is actually more costly than the task we were faced with (solving a
system of equations). But then it hardly seems reasonable to spend so much effort only
to determine ahead of time how well you may end up doing at solving your problem. We
won’t go into details here, but both of these concerns are addressed by established prac-
tice: use an alternative method to estimate the condition number (within a factor of 10
or so) using only O(n?) operations. Thus, you can quickly get a rough estimate of how
ill-conditioned your problem is going to be, before you start out on a detailed study.

D.1.5 Condition Number for Simple Eigenvalues

Having studied the sensitivity of a linear system to small perturbations, the natural place to
go from there is to carry out an analogous study for the eigenvalue problem. As you might
have expected, we begin with a few examples of matrices and some explicit perturbations
added in “by hand”. In this case, however, we are interested in solving not the linear system
of equations Ax = b, but the eigenvalue problem Av = Av. For now, let us focus on
the effect of the perturbations on the evaluation of the eigenvalues, 4. We will study two
examples that were proposed by J. H. Wilkinson (Ref. 7).

D.1.5.1 Example 8
Take:

(D.38)

S O W A
S NN W W
— N NN
—_ =

11
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You can evaluate its eigenvalues using the characteristic polynomial (as per section 4.1.2)
or a more robust method from section 4.4 below. You will find:

Ao = 7.31274, 21 = 2.06663, 1, = 0.483879, A3 = 0.136748 (D.39)

where we ordered the eigenvalues by decreasing magnitude.
If you now introduce a small change to one out of 16 matrix elements (adding 0.01 to
the top right element) and recalculate the eigenvalues, you will find:

Ao + Adg =~ 7.31298, A1 + Ay ~ 2.06287, A, + Ady =~ 0.499374, A3 + Adz ~ 0.124777
(D.40)
It’s easy to see that (for this example) the smaller the eigenvalue, the bigger the impact of
our small perturbation. For A3 we go from 0.136748 to 0.124777, a change (in absolute
terms) that is a bit larger than the perturbation in our matrix element.

At this point, having read the previous subsection, you may be thinking that this specific
matrix may have a large condition number «(A), which would explain (or so you think) the
sensitivity to small perturbations when computing eigenvalues. It turns out that this matrix
has k(A) ~ 126.744, so indeed it is ill-conditioned (according to our somewhat arbitrary
demarcation point of taking condition numbers above 100 as “large”).

D.1.5.2 Example 9

Well, it’s time to (once again) shoot down our tentative criterion. The following matrix:

4 4 00
0 3 40
A= (D.41)
0 0 2 4
0 0 01
has the eigenvalues:
=4 4=3 =2 41=1 (D.42)

This is a triangular matrix, so its eigenvalues are conveniently placed in its diagonal.

As per our previous tentative exploration, we note that this new matrix has a condition
number «(A) = 40.13, so we expect it to be well-conditioned, or at least better-conditioned
than the previous Example (don’t take our word for it: solve the system that arises when
you pick a “typical” constant vector b). But when we introduce a tiny change to one out of
16 matrix elements (adding 0.005 to the bottom left one) and recalculate the eigenvalues
(using the same approach), we find:

Ao + Adp = 4.04884, A1 + A = 2.81794, A, + Ady = 2.18206, A3 + Alz ~ 0.951158
(D.43)
Looking only at A, we notice that it has changed from 2 to 2.18206, a change (in absolute
terms) larger than 30 times the perturbation in our matrix element. Despite the fact that
Example 9 has a smaller «(A) than Example 8 did, it appears to be more sensitive to small
perturbations in its elements, as far as the computation of its eigenvalues is concerned.
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D.1.5.3 Back to Example 3

It’s starting to look like a matrix’s eigenvalues can be sensitive to small perturbations,
regardless of whether or not x(A) is large. Even so, you shouldn’t walk away from this
discussion with the impression that for any matrix you pick the eigenvalues will be highly
sensitive to small perturbations in the matrix elements. To show this in action, let’s return
to our middle-of-the-road case, Example 3, Eq. (D.15). Its eigenvalues are:

=3 2 =1 (D.44)

Making the small change of adding 0.01 to the bottom left element of the coefficient matrix,
and then recalculating its eigenvalues we find them to be:

Ao + Adp = 3.005, A1 + A, = 0.995 (D.45)

namely an impact that is (in absolute terms) half the size of the perturbation. It’s nice to
see that a matrix can have eigenvalues that don’t immediately start dramatically changing
when you perturb individual matrix elements.

D.1.5.4 Back to Example 1

To (temporarily) complicate things even further, we now return to the matrix A in Exam-
ple 1, Eq. (D.6); as you may recall, this was extremely ill-conditioned when solving a linear
system of equations. Calculating its eigenvalues, we find:

Ao ~ 1.0809, A; ~ =9.25155x 107° (D.46)

Making the small change of adding 0.0001 to the top left element of the coefficient matrix
and recalculating its eigenvalues, we find them to be:

Ao+ Ady =~ 1.08092, A; + Ad; = 7.99967 x 107 (D.47)

We see that for Ay the change is five times smaller than the perturbation. As far A is
concerned, while this eigenvalue changes quite a bit, it’s worth observing that the change
(in absolute terms) is still smaller than the perturbation. It looks like the worst-behaved
matrix we’ve encountered so far is not too sensitive when it comes to the sensitivity (in
absolute terms) of its eigenvalues to small changes in the input matrix elements.

D.1.5.5 Derivation

So where does this leave us? We saw that some matrices have eigenvalues that are sen-
sitive to small perturbations, whereas others do not. We tried to use the same condition
number as for the linear system problem, Ax = b, but were disappointed. In the present
subsection, we will carry out an informal derivation that will point us toward a quantita-
tive measure of conditioning eigenvalues. (Spoiler alert: it is not k(A).) This quantitative
measure of the sensitivity of our problem to small changes in the input matrix elements
will be called the condition number for simple eigenvalues; “simple” means we don’t have
repeated eigenvalues (this is done to streamline the presentation).
Let us start with the unperturbed problem:

13
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AV,‘ = /liVi (D48)

We are using explicit indices, so we can keep track of the different eigenvalues and the
corresponding eigenvectors. By complete analogy to what we did in our derivation for the
linear system in Eq. (D.30) above, the relevant perturbed equation now is:

(A + AA)(V; + AV;) = (4 + AL)(v; + Avy) (D.49)

Here we are carrying out an (absolute) perturbation of the matrix A and checking to see its
impact on 4; and on v;.3

So far (and for most of this chapter) we are keeping things general, i.e., we have not made
an assumption that A is symmetric (which would have simplified things considerably).
This is as it should be, since our Examples 8 and 9 above were clearly not symmetric and
we’re trying to derive a condition number that will help us understand a priori why they
behave the way they do. We now realize that we’ve been calling the column vectors v; that
appear in Eq. (D.48) “eigenvectors” though, properly speaking, they should be called right
eigenvectors. If we have access to “right eigenvectors”, then it stands to reason that we can
also introduce the left eigenvectors u; as follows:

u/A = qu! (D.50)

where more generally we should have been taking the Hermitian conjugate/conjugate-
transpose, T, but this distinction won’t matter to us, since in all our applications everything
will be real-valued. Notice how this works: A is an n X n matrix whereas v; and u; are n X 1
column vectors (so uiT is a 1 X n row vector). Notice also a very simple way of evaluating
left-eigenvectors if you already have a method to produce right eigenvectors: simply take
the transpose of Eq. (D.50) to find:

Alw; = A4 (D.51)

Thus, the right eigenvectors of the transpose of a matrix give you the left eigenvectors of
the matrix itself (remarkably, corresponding to the same eigenvalues, as you will show in
Problem 4.7). Since we are not assuming that we’re dealing with a symmetric matrix, in
general A # A7, so the left eigenvectors u; are different from the right eigenvectors v;.

We will now use the last three boxed equations to derive an error bound on the magnitude
of the change of an eigenvalue, AA;. Start with Eq. (D.49) and expand the parentheses out.
If you also take second-order changes (of the form A X A) as being negligible, you find:

AAV,‘ + AAV[ = /liAV[ + A/liV[ (D52)

3 Actually, right now we are only interested in the impact on .;, so we’ll try to eliminate Av; here: we return to
the sensitivity of eigenvectors in the following subsection.
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where we also made use of Eq. (D.48) in order to cancel two terms. Note that dropping
higher-order terms is legitimate under the assumption we are dealing with small perturba-
tions and changes, and simply determines the validity of our results (i.e., they are valid “to
first order”’). Multiplying the last equation by ul.T on the left, we get:

ul-TAAv,- + uiTAAv,- = /l,-ul-TAv,- + A/l,-u,-TV,- (D.53)
But two of these terms cancel, as per our definition in Eq. (D.50), so we are left with:
u/ AAv; = Al v; (D.54)

Taking the absolute value of both sides and solving for |A4;|, we have:

[u AAv|
AL = —— (D.55)
|u; Vil
We realize that we can apply the Cauchy—Schwarz inequality to the numerator:
uf AAV| < [l IAA]] v (D.56)

This is very similar to the fifth property in Eq. (D.22), but here we’re faced with an absolute
value of a number on the left-hand side, not the norm of a matrix. We can now take the
eigenvectors to be normalized such that |Ju;|| = ||v;|| = 1 (as is commonly done in standard
libraries and we will also do in section 4.4 below).

This means that we have managed to produce an error bound on |A4;|, as desired:

[AVH[ES

— lIAA]] (D.57)
i Vil
But this is fully analogous to what we had found for the perturbations in the case of the
linear system of equations. The coefficient in front of ||AA|| determines whether or not a
small perturbation gets amplified in a specific case. Thus, we are led to introduce a new

condition number for simple eigenvalues, as promised:

1

lu!v;|

KY(A) =

e

(D.58)

where the subscript is there to remind us that this is a condition number for a specific
problem: for the evaluation of eigenvalues. The superscript keeps track of which specific
eigenvalue’s sensitivity we are referring to. To calculate the condition number for a given
eigenvalue you first have to calculate the product of the corresponding left- and right-
eigenvectors. We examine below the expected magnitude of this new condition number.

Observe that we chose to study an absolute error bound, that is, a bound on |A4;| instead
of one on |A4;|/|4;]: this is reasonable, since an eigenvalue is zero if you’re dealing with
non-invertible matrices.* Perhaps you can now see why when discussing the examples of
this section we focused on absolute changes in the eigenvalues.

4 You can see this for yourself: the determinant of a matrix is equal to the product of its eigenvalues; when one
of these is 0, the determinant is 0, so the matrix is non-invertible.

15



16

Matrix odds and ends

D.1.5.6 Examples

We saw above, while discussing Examples 8 and 9, that the linear-system condition number
«(A) was not able to tell us how sensitive a specific eigenvalue is to small perturbations in
the elements of matrix A. We now turn to a discussion of the same examples, this time
employing K%(A), which was designed to quantify the sensitivity in the problem at hand.
In order to keep things manageable, we will only focus on one eigenvalue for each example:

Example 8: x3(A) ~ 2.82
Example 9: k2(A) ~ 37.11
Example 3: 1(A) = 1
Example 1: Kﬁé (A) =~ 1.46

Examples 8 and 9 are similar and can therefore be discussed together: we find that the
eigenvalue condition number is larger than 1, whether by a few times (Example 8) or by
many times (Example 9).°> As Eq. (D.57) clearly shows, Kﬁ’v(A) tells us what to multiply
the perturbation ||AA|| by in order to produce the absolute change in the eigenvalue. Of
course, Eq. (D.57) only gives us an upper bound, so it is possible that in specific cases
the actual error is much smaller. For the cases of Examples 8 and 9, specifically, our trial-
and-error approach above gave answers that are pretty similar to those we now find using
the eigenvalue condition number Kﬁ’v(A). Crucially, the latter is an a priori estimate which
doesn’t necessitate actual experimentation.

Turning now to Example 3: we find that the eigenvalue condition number is 1, namely
that a small perturbation is not amplified for this case. We now realize that this result is
a specific instance of a more general pattern: the matrix in Example 3 is symmetric. For
symmetric matrices, as you can see from Eq. (D.51), the right eigenvectors are identical
to the left eigenvectors. Thus, for normalized eigenvectors, such that |ju]| = ||vi|| = 1, we
find that k%(A) = 1 always. This means that for real symmetric matrices the eigenvalue
problem is always well-conditioned.

Finally, our result for Example 1 shows us that a matrix for which the solution to the
linear equation problem may be tremendously ill-conditioned, does not have to be ill-
conditioned when it comes to the evaluation of eigenvalues. In other words, we need differ-
ent condition numbers for different problems. As it so happens, for this specific example the
condition number for the other eigenvalue also has the same value: KﬁS (A) ~ 1.46, showing
that this eigenvalue is not more ill-conditioned than the other one: this is consistent with
our experimental finding.

To summarize, an eigenvalue condition number that is close to 1 corresponds to an eigen-
value that is well-conditioned and an eigenvalue condition number that is much larger than
1 is ill-conditioned; as usual, the demarcation between the two cases is somewhat arbitrary.

3 For Example 9 the denominator, |lliTV,'|, was very small, implying that the corresponding left and right eigen-
vectors are almost orthogonal.
6 Incidentally, we now see that this condition number, too, is bounded below by unity.
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D.1.6 Sensitivity of Eigenvectors

Having studied the sensitivity of a linear system solution and of eigenvalue evaluations to
small perturbations, the obvious next step is to do the same for the eigenvectors. You might
be forgiven for thinking that this problem has already been solved (didn’t we just produce
a new condition number for eigenvalues in the previous section?), but things are not that
simple. To reiterate, we are interested in probing the sensitivity of the eigenvalue problem:

AV[ = /L'V[ (D59)

to small perturbations. This time, we focus on the effect of the perturbations on the evalu-
ation of the (right) eigenvectors, v;. We begin with a few examples of matrices and some
explicit perturbations added in “by hand” and only then turn to a semi-formal derivation.

The pattern should be clear by now: we start with a mistaken assumption of how to
quantify the sensitivity, then we find counter-examples, after this we proceed to provide a
correct expression determining the sensitivity dependence, and at the end verify that our
new concept applies to the earlier examples.

D.1.6.1 Back to Example 3

We first return to our middle-of-the-road case, Example 3, Eq. (D.15). We saw above that
if we add 0.01 to the bottom left element then we get an impact on the eigenvalues that
is (in absolute terms) half the size of the perturbation. We also saw that the eigenvalue
condition number «21(A) = 1, this being consistent with our experimental finding that the
eigenvalues for this problem are not sensitive to small perturbations.

We now explicitly check the sensitivity of an eigenvector. Before the perturbation:

vi =(~0.70710678 0.70710678) (D.60)
After the perturbation is applied, the corresponding eigenvector becomes:
(vi + Av)" = (~0.70534562  0.70886357) (D.61)

The eigenvector components have changed in the third digit after the decimal point: this is
a change that is smaller than the perturbation itself. Nothing unexpected going on here: the
present example is well-conditioned as far as any linear algebra problem is concerned.

D.1.6.2 Back to Example 9

We turn to the matrix in Eq. (D.41), which had an eigenvalue 1, = 2 which changed to
A + Ay =~ 2.18206 after we added 0.005 to the bottom left element. This was consistent
with the magnitude of the eigenvalue condition number, K2(A) ~ 37.11.

Let’s look at the corresponding eigenvector. Before the perturbation, we have:

vy = (0.88888889 —-0.44444444 0.11111111 0) (D.62)
After the perturbation is applied, the corresponding eigenvector becomes:

(V2 + Avy)" =(0.90713923 —0.41228175 0.0843057 0.00383712)  (D.63)
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The change in the eigenvector components seems to be a few times larger than the pertur-
bation we applied. It appears that, in this case, the eigenvectors are not as sensitive to small
perturbations as the eigenvalues were.

D.1.6.3 Example 10

Our finding on Example 9 is already starting to cast doubts on the appropriateness of using
the eigenvalue condition number KA (A) to quantify the sensitivity of eigenvectors to small
perturbations. We will now examine a new example which will leave no doubt:

1.01 0.01
A= (D.64)
0 0.99

Its eigenvalues can be read off the diagonal:
Ao =1.01, 4, =0.99 (D.65)
We now apply a not-so-small perturbation of adding 0.005 to the top right element:
Ao +Ady =1.01, 4, + A1, =0.99 (D.66)

In other words, both eigenvalues remain unchanged. This is consistent with the eigenvalue

condition number 2 (A) which comes out to be approximately 1.11803 for both eigenval-

ues. As far as the eigenvalues are concerned, this problem is perfectly well-conditioned.
We now examine one of the eigenvectors explicitly. Before the perturbation we have:

v =(-0.4472136 0.89442719) (D.67)
After the perturbation is applied, the corresponding eigenvector becomes:
Vi +Av)" =(-06 0.8) (D.68)

We notice a dramatic impact on the eigenvector components, of more than an order of
magnitude larger than the perturbation we applied (in absolute terms). In other words, the
eigenvector problem is ill-conditioned, despite the fact that the corresponding eigenvalue
problem was well-conditioned. It is obvious that something new is at play here, which is
not captured by our earlier condition number. We will explain what’s going on below, after
we derive a formula on the perturbed eigenvector.

D.1.6.4 Example 11

It’s starting to look like the eigenvalue problem condition number is not a good measure of
the sensitivity of eigenvectors to small perturbations. We will now see an example where
the same conclusion holds, but is arrived at in the opposite direction: the eigenvalue condi-
tion number is huge, but the eigenvectors are not too sensitive. In some ways (but not all),
this situation is similar to what we encountered when discussing Example 9 above.
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Take the following 3 x 3 matrix:

1 2 3
A=(0 4 5 (D.69)
0 0 4.001

Its eigenvalues can, again, be read off the diagonal:
Ao =4.001, 4, =4, 1, =1 (D.70)
If we now add 0.005 to the bottom left element, then the new eigenvalues are:
Ag + Ady = 4.12933336, A, + Ad; = 3.87111014, A, + A, = 1.0005565 D.71)

The first and second eigenvalues are considerably impacted by our perturbation. This is
consistent with the eigenvalue condition numbers for our matrix:

kM(A) = 6009.19059687, k1 (A) ~ 6009.25224596, k2(A) ~ 1.2069722023 (D.72)

We see that we could have predicted a priori that the first and second eigenvalues are
sensitive to perturbations, since the corresponding condition numbers are huge. Even so,
it’s worth noting that the change in these eigenvalues is less than 30 times larger than the
perturbation itself: this is to be compared with Example 9, where the eigenvalue condition
number was not even 40 but the eigenvalue changed by more than 30 times the magnitude
of the perturbation.

We now examine one of the eigenvectors explicitly. Before the perturbation we have:

vo =(0.554687392  0.832058814 0.000166412) (D.73)

After the perturbation is applied, the corresponding eigenvector becomes:
(Vo + Avp)' = (0.552982 0.832915 0.0215447) (D.74)

The eigenvector seems to be largely oblivious to the perturbation: despite the large eigen-
value condition number and the sensitivity of the corresponding eigenvalue, the change in
the eigenvector components is at most a few times larger than the perturbation we applied.
As advertised, we have found another case where the eigenvectors are not as sensitive to
small perturbations as the eigenvalues were. As we will see below, this is a somewhat
special case, which will serve as a reminder of how simple arguments can lead us astray.

D.1.6.5 Derivation

We’ve seen that some matrices have eigenvectors that are sensitive to small perturbations,
whereas others do not. We tried to use the same condition number as for the evaluation of
the eigenvalues but were disappointed. We will now carry out an informal derivation that
will point us toward a quantitative measure of conditioning eigenvectors. (Spoiler alert: it
is not Kﬁ‘v(A).) This quantitative measure of the sensitivity of our problem to small changes
in the input matrix elements will provide guidance regarding how to approach problems a
priori.
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To refresh your memory, we note that the problem we are solving is:
AV,‘ = /liVi (D75)

For simplicity, we are assuming we are dealing with distinct eigenvalues/linearly indepen-
dent eigenvectors. Perturbing leads to Eq. (D.49):

(A + AA)(v; + AV;) = (4 + A)(v; + Avy) (D.76)
As you may recall, after a few manipulations we arrived at Eq. (D.52):
AAV; + AAv; = LAV, + Adv; (D.77)

We now expand the perturbation in the eigenvector in terms of the other eigenvectors:

Av; = Z 1jiv; (D.78)

J#I

where the coeflicients ¢;; are to be determined. We are employing here the linear inde-
pendence of the eigenvectors. Note that this sum does not include a j = i term: you can
assume that if there existed a #; it could have been absorbed into our definition of what a
perturbation for this eigenvector is.”

If we plug the last equation into the penultimate equation, we find:

Z(/lj = AtV + AAv; = A4, (D.79)
j#i
The A; arose because we also used our defining relation Eq. (D.75). We will now multiply
our equation by the left eigenvector uZ, keeping in mind that left and right eigenvectors for
distinct eigenvalues are orthogonal to each other, u,{vi = 0 for k # i. We find:

(A = A)tu] vy +ul AAv; = 0 (D.80)

We can solve this relation for #;; and then plug the result into Eq. (D.78), thereby getting:

u’ AAv;
Av; = Z — v, (D.81)
(/l,' - /lj)uj V;

J#i

This is our main result. Let’s unpack it a little bit. First, we notice that (unlike our earlier
results in condition-number derivations), the right-hand side contains a sum: the pertur-
bation in one eigenvector contains contributions that are proportional to each of the other
eigenvectors. Second, we observe that the numerator contains the perturbation in the input
matrix, AA.8 Third, and most significant, we see that our denominator contains two distinct
contributions: (a) a ll]T.V ;j term, which is the same thing that appeared in our definition of

7 v; becomes v; + Av;, so any term in Av; that is proportional to v; simply adjusts the coefficient in front of v;.
8 If we wanted to take the norm, the ujT. and v; in the numerator would disappear, since |[u;|| = ||v;|| = 1.
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the condition number for a simple eigenvalue in Eq. (D.58), and (b) a 4; — 4; term, which
encapsulates the separation between the eigenvalue A; and all other eigenvalues.

Thus, we have found that a perturbation in the input matrix will get amplified if, first,
ufv ; is small or, second, if any two eigenvalues are close! In other words, the problem
of evaluating eigenvectors may be ill-conditioned either because the eigenvalue problem
for any of the eigenvalues is ill-conditioned, or because two (or more) eigenvalues are
closely spaced. Intuitively, we already know that if two eigenvalues coincide then we can-
not uniquely determine the eigenvectors, so our result can be thought of as a generalization
of this to the case where two eigenvalues are close to each other.

D.1.6.6 Examples

We will now go over our earlier examples once again, this time armed with our main
result in Eq. (D.81). Since this equation was derived specifically to quantify the effect of a
perturbation on an eigenvector, we expect it to do much better than the eigenvalue condition
number Kj{,(A). Let’s examine Examples 3, 9, 10, and 11 in turn.

Example 3 is the easiest to discuss: we recall that the matrix was symmetric, implying
that the eigenvalue evaluation was well-conditioned. That removes one possible source of
eigenvector-evaluation issues. Since the eigenvalues were, in this case, also well removed
from one another, there is no reason to expect any conditioning problems here, a conclusion
that is consistent with our earlier experimental investigation.

Example 9, on the other hand, did exhibit sensitivity to perturbations. This, obviously,
did not result from the eigenvalues being close to each other (as, in this case, they are
well separated). We see that the sensitivity came from the ill-conditioning of some of its
eigenvalues, in other words from the uIT.V ; in the denominator. From our earlier discussion
we know that the left and right eigenvectors (corresponding to the same eigenvalue) can be
near-orthogonal, thereby making the eigenvalue evaluation sensitive to small perturbations.
Of course, Eq. (D.81) involves more than just one denominator, so in this case the overall
effect is less dramatic than it was for the evaluation of the corresponding eigenvalue.

Example 10 exhibits precisely the opposite behavior: while the eigenvalues are well-
conditioned, they happen to be very closely spaced. This is a quite extreme illustration of
the impact closely spaced eigenvalues can have on the evaluation of the eigenvectors.’ This
is a smoking-gun case where the previous condition numbers («(A) and KﬁL(A)) do not raise
any red flags, yet the eigenvector problem is extremely sensitive to minor variations in the
input matrix.

Example 11 is trickier than all preceding examples and serves as a warning not to rush
to judgement. Observe that two of the eigenvalues are quite ill-conditioned and the same
two eigenvalues also happen to be very close to each other in value. Thus, naively apply-
ing our earlier rule of thumb (ill-conditioned eigenvalues or closely spaced eigenvalues
can complicate the evaluation of an eigenvector) we would have expected this example to
be a worst-case scenario, since both conditions are satisfied. However, our experimental
investigation showed limited sensitivity of our eigenvector to external perturbations.

9 Observe that before Example 10 all our examples were chosen to have well-separated eigenvalues.
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Let’s make matters even more confusing (for the moment) by examining the eigenvector
v, for the same matrix (Example 11): as you can see from Eq. (D.81), for this eigenvector
we would get contributions from both the ug vo and ulTvl denominators which are known to
be very small. The relevant eigenvalue separations would be 1, — Ag and A, — A1, which are
nearly identical. We would thus expect a very large impact on v, from a minor perturbation
on the input matrix. Let’s see what happens in practice. Before the perturbation we have:

vi=(1 0 0 (D.82)
After the perturbation is applied, the corresponding eigenvector becomes:
(V2 +Avy) = (0.999 99475 0.00277787 —0.001666 41) (D.83)

This is a small effect which, at first sight, is inconsistent with the result we derived. What’s
going on? Remember that when we used our new trick in Eq. (D.78) we were employing
the linear independence of the eigenvectors: this is OK when they are orthogonal. However,
in the present case two of our eigenvectors are almost linearly dependent (stop reading and
go check that vg and v; are nearly identical). Thus, Av, is made up of a large number times
vo plus a large number times v;: since the coefficients are nearly identical in magnitude
and of opposite sign, the result is a small perturbation vector, which implies insensitivity
to an external perturbation.'?

D.2 Theory of interacting spin-half particles
|

We now turn to the prototypical eigenvalue problem in modern physics, the time-independent
Schrodinger equation:

Hly) = Elp) (D.84)

where A is the Hamiltonian operator, |¢/) is a state vector (called a ket by Dirac) in a Hilbert
space, and E is the energy. In a course on quantum mechanics you likely heard the terms
“eigenstates” and “eigenenergies”. At the time, it was pointed out to you that Eq. (D.84)
is an eigenvalue equation: it contains the same state vector on the left-hand side as on the
right-hand side and is therefore formally of the form of Eq. (4.124).

In practice, when solving Eq. (D.84) for a given physical problem, we typically get a dif-
ferential equation, as we will see in chapter 8. In the present section, we limit ourselves to
the case of one or more particles with spin-half, where there are no orbital degrees of free-
dom.!! As we will see below, our problem maps onto a (reasonably) straightforward matrix
form, where you don’t have to worry about non-matrix features; that is, the H doesn’t have

10 If you understand our argument on Av; you should be able to produce an analogous argument for the case of
Avy, as you are asked to do in problem D.5, thereby explaining our earlier experimental finding.
T You should be able to generalize this to the case of spin-one once you’ve understood our approach.
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a kinetic energy in it. Thus, the problem of spin-half particles becomes a direct application
of the eigenproblem machinery we built earlier.

If you haven’t taken a course on quantum mechanics (QM) yet, you can skim through
the theory sections below and focus on the Python implementation that comes at the end.
There you will notice that most of the code consists of setting up the problem, since the hard
part (numerically evaluating eigenvalues of a matrix) has already been solved in previous
sections. If you have taken a course on quantum mechanics, keep in mind that our approach
here is slightly different from that given in a typical textbook on the subject. Generally, the
calculations become too messy to carry out using paper-and-pencil; in contradistinction to
this, we’ll show below that once you’ve set up the appropriate framework, increasing the
number of particles merely increases the dimensionality of your problem. Thus, we are
able to attack head-on the setting of two or three spin-half interacting particles; it should
be easy for the reader to generalize to the case of four (or more) particles with a minimum
of complications (as you will find out when solving problems 4.50 and 4.51).

D.2.1 One Particle

We start with some basic concepts from the study of spin in quantum mechanics. In order
to keep things manageable, we will assume you’ve encountered this material before, so the
purpose of this section and of the following one is mainly to establish the notation.

D.2.1.1 Hilbert Space

As you may recall, spin may be thought of as an intrinsic angular momentum. In quantum
mechanics you typically denote the spin angular momentum operator by S, this being made
up of the three Cartesian components S ,, § y, and S.. The two most important relations in
this context are the ones for the square of the spin operator and for its z component:

$2|smy) = R s(s + 1)|smy)

. (D.85)
S lsmg)y = himg|smy)

where |sm;) is our notation for the spin eigenstates. Note that on the left-hand sides we have
operators (in upper case) and on the right-hand sides we have eigenvalues (in lower case).
More specifically, the latter are the spin s (in our case, s = 1/2) and the azimuthal quantum
number m; (which in our case can be either my; = +1/2 or my; = —1/2). The fact that there
are only two possibilities for the value of m; is a conclusion drawn from experimental
measurements with particles like electrons, neutrons, and protons. As a result, we call this
a two-state system.'?

Since, as we just observed, we know that s = 1/2, we see that the first equation in
Eq. (D.85) will always have /23/4 on the right-hand side. This means that the two eigen-
states at play here are essentially labelled by the two possible values of the azimuthal
quantum number, m,. Thus, they are |s = 1/2,m; = +1/2) and |s = 1/2,my = —1/2).

12 Such two-state systems are heavily emphasized in The Feynman Lectures on Physics, Vol. 3 (Ref. 3).
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Instead of carrying around the general notation |sm;), we can simply label our two eigen-
states using the fact that the z-projection of the spin is either T (spin-up) or | (spin-down).
Thus, we use the notation |{T) and |§ 1) (spin parallel and spin antiparallel to the z axis,
respectively). The Greek letter here was picked in order to bring to mind the last letter of
the English alphabet (so it should be easy to remember that |{T> is an eigenstate of the S
operator). Using this notation, the second relation in Eq. (D.85) becomes:

A h a h
Selen) =3 len $:len) = -3 lew (D.86)

A further point: we can refer to either |§T> or |§ 1) using the notation |£;): here i is an index
that covers all the possibilities, namely i =T, |.
An arbitrary spin state can be expressed as a linear superposition of our two basis states:

W =urlay+uilay =) wild (D.87)
=Tl

where 1 and ¢| are complex numbers. In the second equality we employed our new nota-
tion with the i index. It should be easy to see that:

Glvy =, Glw =y, (D.88)

where we used the fact that our two basis states are orthonormal.

D.2.1.2 Matrix Representation

We now turn to the matrix representation of spin-half particles. This is very convenient,
since it involves 2 X 2 matrices for spin operators. You may have even heard that a 2 X 1
column vector (which represents a spin state vector) is called a spinor. However, this is
putting the cart before the horse. Instead of starting from a result, let’s start at the start: the
physics in quantum mechanics is contained in the inner products, or the matrix elements,
as opposed to the operators or the state vectors alone.

Let’s try to form all the possible matrix elements, sandwiching $. between the basis
states: this leads to ({,-IS' 2{;), where we are employing our new notation, |;) and |}),
where i and j take on the values T and |. In other words, the azimuthal quantum numbers
on the left and on the right can each take on the values +1/2. This means that there are four
possibilites (i.e., four matrix elements) in total. It then becomes natural to collect them
into a 2 X 2 matrix. At this point, we have to be a bit careful with our notation, since in
this chapter we are denoting matrices and vectors using bold symbols. Thus, we will group
together all the matrix elements and denote the resulting matrix with a bold symbol, S..

It may help to think in terms of the notation we introduce in appendix C.2: if you think
of <§,~|§ 2|¢;) as the matrix element (S,);;, then the matrix made up of all these elements
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would be {(SZ)U}.13 In all, we have:

_[<@l8:le) <@l S a>]=§(1 0) (D.59)
o WalS:ay <@lSay) 2lo -1

where we used, once again, the fact that our two basis states are orthonormal. Note that
there is no operator (i.e., there is no hat) on the left-hand side, since we are dealing with a
matrix containing inner products/matrix elements: we are not dealing with an operator, but
with the effect the operator has in a specific basis (the one made up of |{T> and |{ )

A standard derivation using the raising and lowering operators S, and $_ (not intro-
duced here, but familiar to you, we hope) leads to corresponding results for the matrix
elements of the §, and S, operators. These are:

- [<§T|5jx |21 <§T|S:x |§L>] _ ﬁ[O 1) (D.90)
<{l A §T> <{l Sy §l> 2{1 o
and:
s, = [<§T|§y &) <@l a>] _ E[‘? —i] Dol
@8yl alSyley) 2l o

where you should note that we’re always using |{T) and |{ 1) (i.e., the eigenstates of the
z-component operator, S ;) to sandwich the operator each time.

We’re ready at this point to introduce the Pauli spin matrices; these are simply the above
spin matrices with the prefactors removed:

(0 1] (0 —i] [1 0 ]
Oy = , Oy=|. , O;= (D.92)
1 0 i 0 0 -1

You should probably memorize these matrices.

We now turn to the representation of the state vectors. Let’s first approach this as a linear
algebra problem: we need to diagonalize the 2 X 2 matrix S,. As you already know well
after studying the present chapter, that implies finding the eigenvalues (which turn out to
be +71/2) and the eigenvectors, which we calculate to be:

{—1 {—O (D.93)
=l 7Y .

13 We're being a bit sloppy here: the i and j in ({,-|§ ¢|¢;) take on the values T and |, whereas the i and j in (S;);;,
being indices for a 2 X 2 matrix, take on the values 0 and 1. The correspondence between one meaning and the
other is always implied.
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Since the matrix we were diagonalizing was 2 X 2, it comes as no surprise that the eigen-
vectors are 2 X 1 column vectors. You should test your understanding by finding the eigen-
vectors corresponding to, say, S,.

As already noted, we are no longer dealing with operators and state vectors (no hats
and no kets), but with matrices and column vectors, respectively. As a result, relations that
in the Hilbert-space language involved actions on kets, now turn into relations involving
matrices. For example, the equations from Eq. (D.86) translate to:

a1 0)(1
SZ"VT:E[O —1][0

Al 01}]0 7|0 h
S

where we carried out the matrix-vector multiplication in both cases.'* As you can imagine,
if we are ever faced with an expression like, say, S.S., we have to carry out matrix—matrix
multiplication.

We can combine our two eigenvectors to produce the matrix representation of an arbi-
trary spin state (just like in Eq. (D.87), y; and ¢, are complex numbers):

nfl h
=5 [0) = EZT (D.94)

and:

b=l +udi = ) (D.96)

where we used Eq. (D.93) to get to the second equality. In our final result, we see the 2 x 1
column vector (called a spinor above) emerge organically. Recall that when we went from
the operator S, to the matrix S., we simply grouped together all possibilities for (£;|S.|¢ 02
This motivates a new way of looking at the 2 X 1 column vectors (which represent the
state vectors): simply group together all the possibilities for (j|y). Since i can take on two

values, you end up with:
| lﬁ)) [lﬁr)
V= = D.97)
{<§¢| ) ¢,

The first equality is analogous to our definition in Eq. (D.89), while the second equality
follows from Eq. (D.88).
To summarize, operators are represented by 2 X 2 matrices:

oy |
(&G (o o
@l la 2 9

where we have also labelled (outside the matrix) how we get each row and column: by
sandwiching the operator with the bra on the left and the ket on the right, each time. (Ex-
amples of operator representations are given in Eqgs. (D.89), (D.90), and (D.91).) Similarly,
a state vector is represented by a 2 X 1 column vector. An example of a state vector repre-
sentation is given in Eq. (D.97).

14 There’s nothing mysterious going on here: we’re simply reiterating the fact that ¢ + and | are eigenvectors of
the matrix S; with the specificied eigenvalues.
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D.2.1.3 Hamiltonian

We recall that what we were actually interested in all along was solving the Schrodinger
equation, Eq. (D.84), A [y = Ely). We are immediately faced with two questions: first,
which Hamiltonian A should we use? Second, how do we translate this equation involving
operators and kets into an equation involving matrices? Let’s start from the second ques-
tion. We take the Schrodinger equation, Eq. (D.84), and act with <§T| on the left. We then
introduce a resolution of the identity, 7 = |{T> (§T| + |§’ X4 l|, to find:

GIA ) Glwy +<Gl B0 @ vy = EXq|w) (D.99)

You may now repeat this exercise, this time acting with (£ ll on the left. At this point you
are free to combine your two equations into matrix form, giving:

Hy = Ey (D.100)

Note how neatly this encompasses our earlier results. If you’re still trying to understand
what H looks like, just remember our general result about the representation of any oper-
ator, Eq. (D.98) — in other words, H = {<§i|1{7 |£;>}. You may have already encountered the
rewriting of Eq. (D.84) in the form of Eq. (D.100): we hope that it now feels legitimate as
a way of going from operators and kets to matrices and column vectors.'

Of course, even if we know what H looks like, we still need to answer our earlier ques-
tion, namely deciding on which Hamiltonian H we should use. To do that, assume that our
spin-half particle is interacting with an external magnetic field B. Associated with the spin
angular momentum S there will be a spin magnetic moment operator, f: since this operator
needs to be a combination of the spin operators and the identity (and we know it has to
be a vector operator), it follows that f is proportional to S. It is customary to write the
proportionality between the two operators as follows:

= g(i)é (D.101)
2m

where ¢ is the electric charge of the particle and m is its mass. The proportionality constant
is known as the g-factor: its value is roughly —2 for electrons and +5.6 for protons.

Since we have no orbital degrees of freedom, the Hamiltonian is simply made up of the
interaction energy which, by analogy to the classical-physics case, is:

A B .
A=-p-B=-%25 (D.102)
2m
In the second step we took our z axis as pointing in the direction of the magnetic field.
Combining our earlier point about how to go from operators to matrices, Eq. (D.98), with

the explicit matrix representation of S, Eq. (D.89), we find:

ggBn (1 O
H=-2" D.1
4m [0 -1 (D.103)

15 The same argument can help you see why, say, Eq. (D.94) is equivalent to Eq. (D.86).
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This Hamiltonian is so simple that the matrix form of the Schrodinger equation (which we
know from Eq. (D.100) is Hy = Ey) can be solved analytically. Note that there are two
reasons why this is such an easy problem: first, it’s because of the small dimensionality
(2 x 2) and second, it is because our Hamiltoninan matrix H is diagonal. We will soon
discuss other cases, where the matrices are both larger and non-diagonal.

D.2.2 Two Particles

We went over things in great detail in the previous subsection (which dealt with a single
spin-half particle) because we wanted to establish the notation and the concepts. We are
now about to do something similar for the problem of two spin-half particles. As before,
we start from the formulation involving operators and kets, then turn to the matrix repre-
sentation, ending with the Hamiltonian for our problem.

D.2.2.1 Hilbert Space(s)

When dealing with a single spin-half particle, we saw that its state vectors were labelled
|smy): this contained the possibilities |s = 1/2,my; = +1/2) and |s = 1/2,m; = —1/2).
We then proceeded to use the alternative notation |{T> and |§’ 1) for these two states, known
collectively as |£;).

We now have to be especially careful about our notation: since we’re dealing with two
particles, we need some way of labelling them. Let’s call them particle I and particle II,
using Roman numerals: this will pay off later on, when we implement things in Python
(we’ll have enough indices to worry about). Thus, the first particle involves a vector space
which is spanned by the two kets '{%D > and '§i1)>: observe that we have employed super-
scripts and parentheses (within which we place the Roman numeral) to keep track of which
particle we’re talking about. If we wish to refer to either of the two states, we can use the
notation |§i(l) > Make sure you understand what’s going on here: i is either T or |, keeping
track of the (eigenvalue of the) z-projection of the spin for the first particle. Similarly, the

Hilbert space of the second particle is spanned by the two kets |§$H)> and |§fl)>, which can

be compactly expressed as '{;ﬂ)>, where we used a new index, j, since in general the second
particle can be either T or |, regardless of what the projection of the first particle spin was.

We now wish to start from these single-particle vector spaces and generalize to a two-
particle space. To do this, we employ the concept of a tensor product (denoted by ®):
this allows us to express the product between state vectors belonging to different Hilbert
spaces (e.g., |{$) > and '§$II)>). In short, the two-particle Hilbert space is a four-dimensional
complex vector space which is spanned by the vectors:

Lo ™) =l Yo e =l e e le™) = ki |6 o) = faw
(D.104)

where we also took the opportunity to define a compact notation for the two-particle state
vectors: in an expression like |{T 1) it is implicit that the first arrow refers to particle I and
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the second arrow to particle II. Note that |{T 1) doesn’t have a superscript in parentheses,
because it is not a one-particle state vector, but is made up of two one-particle state vectors.

We can compactly refer to any one of these four basis states using the notation |£,), where
a is an index that covers all the possibilities, namely: a =17, T, | T, ll. Keep in mind that in
the previous section we were using the notation |{;) (or |{;)) to refer to single-particle states.
In the present section one-particle states will always come with a parenthesized Roman
numeral keeping track of which particle we’re referring to. Here we are introducing the
similar-yet-distinct notation |{,) (or perhaps also |{;)) to keep track of two-particle states.
We’ll consistently pick letters from the start of the alphabet to denote two-particle indices.
Thus, Eq. (D.104) can be compactly given in the following form:

™)@ |¢) = iz (D.105)

The left-hand side involves the one-particle states and the tensor product (and i, j indices),
while the right-hand side has a two-particle state (and an a index). Depending on your
learning style, you may wish to think of a as the ordered pair (i, j), which we would have
called a tuple in Python (of course, this is an ordered pair of arrows, not numbers).

In terms of the Hilbert spaces themselves, we started from the space of the first particle
(V) and the space of the second particle (7#V) and have produced the larger, two-
particle Hilbert space .;#® ® ;# . The four state vectors |§§D> ® '{;H)> form the product

basis of this Hilbert space 57V @ 710,

Let us turn to the operators in the two-particle Hilbert space, focusing on the z-projection
operator for concreteness. We already know the one-particle operator $ Q) which acts on the
vector space of particle I and, similarly, the one-particle operator $ QD which acts on the
vector space of particle II. Each of these operators measures the z-projection of the spin for
the respective particle. What we wish to do is come up with operators for the composite
system. We do this by, again, employing the tensor product. For example:

S =80 oM (D.106)

On the left-hand side we are introducing a new entity, Sy., which is appropriate for the
two-particle Hilbert space: note that it doesn’t have a superscript in parentheses, because it
is not a one-particle operator. Instead, it is made up of two one-particle operators, each of
which knows how to act on its respective one-particle space. It should be easy to see why
we have taken the tensor product with the identity operator T:the two-particle operator S
measures the z component of the spin for particle I, so it does nothing to any particle-1I
ket it encounters. In complete analogy to this, the two-particle operator that measures the z
component of the spin for particle II is:

S, =iV e8mW (D.107)
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where we do nothing (i.e., have an identity) for particle I and take the tensor product with
the appropriate operator for particle II.

Perhaps an example will help solidify your understanding of what’s going on. Let’s see
what happens when a two-particle operator acts on a given two-particle state vector:

Suelen) = (10 8) () o)) = (20[e)) o (827]e)
- ’5%1)> ® (_g '§jll)>) = —g 1) (D.108)

In the first equality we used Eq. (D.107) and Eq. (D.104) for the operator and state vector,
respectively, writing each in terms of a tensor product. In the second equality we acted with
each operator on the appropriate state vector: the parenthesized superscripts help us keep
track of which particle is which. In the third equality we applied our knowledge about the
effect one-particle operators have on one-particle state vectors, specifically Eq. (D.86). In
the fourth equality we re-identified the compact way of expressing the two-particle state
vector (in the opposite direction from what was done on the first equality). The final result
is not surprising, since we already knew that particle II was |, but it’s nice to see that the
different Hilbert spaces and operators work together to give the right answer (e.g., observe
that the final answer is proportional to a two-particle state vector, as it should).
Finally, an arbitrary spin state can be expressed as a linear superposition:

W) =y |Enr) + vy |En) + wan [un) + v ) = Z Yalla) (D.109)
A=

where 11, and so on, are complex numbers. Similarly to what we did in the one-particle
case, in the second equality we show the superposition expressed as a sum. It’s easy to
see that as we get an increasing number of basis states, it is this second formulation that
becomes more manageable (you just have to keep track of the possible values of the index).

At this stage, a QM textbook typically passes over into the coupled representation, where
the total spin of the two-particle system is of interest. For the general problem of adding
two angular momenta, this is where Clebsch—Gordan coefficients come into the picture. For
the specific case of two spin-half particles, this leads to one spin-singlet state and a spin-
triplet (made up of three states). In contradistinction to this, here we are interested in the
uncoupled representation, where we consider the two-particle system as being made up of
two individual particles. Below, we will show you how to build up the matrix representation
of a two-particle operator using the matrix representation of one-particle operators: this will
give us a tool that is then trivial to generalize to larger numbers of particles.

D.2.2.2 Matrix Representation

Turning to the matrix representation of two spin-half particles, you will not be surprised
to hear that it involves 4 X 4 matrices for spin operators and 4 X 1 column vectors for the
state vectors. We recall that the matrix representation of quantum mechanics translates to
taking inner products, i.e., sandwiching operators between a bra and a ket. For the sake
of concreteness, we will start our discussion from a given operator, S1., though eventually
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we will need to provide a prescription that gives the matrix representation of the other five
relevant operators (.§‘ Ls S 1y, as well as S Iy S 11y, and S Iz)-

Let us try to form all the possible matrix elements, sandwiching S1. between the basis
states: using our latest notation from Eq. (D.105), this leads to (| S’IZ I{b).l6 Since each of
a and b can take on four values, there are 16 possibilites (i.e., 16 matrix elements) in total.
It then becomes natural to collect them into a 4 X 4 matrix, using a to keep track of rows
and b for the columns. Once again, the notation of section C.2 may be helpful here: the
entire matrix is generated by going over all the indices’ values, namely {(Z,| S 1. |£)}."”

If you’ve never encountered this material before, you might want to pause at this point:
a matrix has two indices (one for rows and one for columns), so in order to produce a
matrix corresponding to the operator $1. we needed to employ a single bra on the left and
a single ket on the right. In other words, we moved away from keeping track of individ-
ual particles’ quantum numbers and toward using two-particle states — this back-and-forth
between one- and two-particle states is something we will return to below. Since we have
four two-particle basis states, operators in a system made up of two spin-half particles are
represented by 4 X 4 matrices as follows:

lny o e [aw)

(é“mi =
@|lo o o o
@llo o o o (D.110)
m l O O O O

where we have also labelled (outside the matrix) how we get each row and column: by
sandwiching the operator with the bra on the left and the ket on the right, each time.
We will now proceed to evaluate the matrix:

St = {(ul S1: 1)} (D.111)

in the most obvious way possible (we turn to a less obvious approach in the following
subsection). In essence, we will make repeated use of our derivation in our earlier example,
Eq. (D.108). In an identical fashion, one can show that, say:

A h
Stelan) =5 [an) (D.112)

Here it is implied that we went through all the intermediate steps of using one-particle
operators and one-particle states, and then zipped everything up again at the end. Acting
with the bra ({TTL we find:

n

(@l Srelany =3 (D.113)

where we assumed our basis vector is normalized. Since our basis states are orthonormal,
had we used any other bra here, say ({| L|’ we would have gotten 0. In other words, all other
matrix elements on the same column are 0. Repeating this argument, we find:

16 This a encapsulates two distinct azimuthal quantum numbers, one for each particle — the same holds for b.
17" Remembering to distinguish between ket-indices with “arrow values” and matrix-indices with integer values.
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10 0 0
alo 1 0 o0

S = = (D.114)
2lo 0 -1 0
00 0 -1

where, unsurprisingly, we find that the matrix is diagonal: the only way to get a non-zero
entry is to use the same basis vector on the left and on the right. The only other feature of
this matrix is that it measures the spin of the first particle (as it should): we get +7/2 if the
first particle is T and —7/2 if the first particle is |.

Without realizing it, we’ve evaluated the eigenvalues of the matrix (they’re on the diag-
onal for a triangular/diagonal matrix). It’s also a short step away to find the eigenvectors,
now that we know the eigenvalues. For this 4 X 4 matrix, we find four eigenvectors, each
of which is a 4 x 1 column vector:

In=| |- fnu=| | fu=| | du= (D.115)

S O O =
S O = O
S = O O
- O O O

where we used the obvious notation for each eigenvector, by analogy to Eq. (D.93). As a
result of this, an arbitrary state vector is represented by a 4 X 1 column vector:

T
U=yl +undn vl +vudn = (b vn v ) (D.116)

D.2.2.3 Kronecker Product

Our approach, while good enough to get us going for the case of Si;, has obvious limita-
tions: for each new operator we need to evaluate 16 matrix elements. The example above
was diagonal, so this task was considerably easier, but that won’t always be the case. Sim-
ilarly, if we were faced with a larger problem this way of doing things would quickly
become prohibitive.!® Thus, in the present section we will introduce a technique that can
straightforwardly handle off-diagonalness and bigger matrices."”

Qualitatively, the main trick we will employ in this subsection is to focus on one-particle
states and operators, in contradistinction to the previous subsection where we used two-
particle basis states. Here we are in the fortunate situation of knowing what the answer
should be for at least one case (that of Sy;), so we will be able to check if we got things
right. Our starting point will be the same, namely Eq. (D.111), but soon thereafter things

18 For example, three spin-half particles correspond to an 8 x 8 matrix, namely 64 matrix elements in total.
19 Of course, applying it to two particles is overkill — “using a chain saw to trim your fingernails”.
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will start to take a different turn:

81 = (@S] = (€@ () (59 0 ) () 0 k)
_ { < gia) $0 | éVIE1)> < fj'u) 7 | (l(n)>} _ { < é,i(l) S0 | Ql)>} ® { < éV;u)

7m |§,‘“))} =S.®7
(D.117)

In the second equality we used the defining Eq. (D.105) and Eq. (D.106), which express
our two-particle state vectors and operators in terms of corresponding one-particle entities.
In the third equality we grouped together entities relating to each particle, separately: the
tensor product has vanished, since we are now dealing only with matrix elements (i.e.,
complex numbers). We then notice that the four indices i jk/ appear in pairs: ik sandwiches
one operator and jI sandwiches the other operator. This suggests that our 4 X 4 matrix
(which is what the curly braces on the outside produce) is made up of 2 x 2 blocks. Thus,
in the fourth equality we made the claim that we can go over all possible values of i jkI, two
indices at a time (ik and j), at the cost of having slightly changed the meaning of ®: in the
second equality this was the tensor product, keeping state vectors and operators belonging
to particles I and II separate: in the fourth equality, however, we are no longer dealing with
state vectors or operators, but with 2 x 2 matrices.?° In the fifth equality, we make this
explicit: observe that there are no longer any particle labels, only the one-particle S, matrix
from Eq. (D.89), as well as a 2 X 2 identity matrix.

We now have to explain the meaning of this new ® entity, which can combine matrices
in this specific way. This is nothing other than the Kronecker product, which turns out to
be not so new, of course, since it is merely a matrix version of the tensor product. Assume
you’re dealing with an n x n matrix U and a p X p matrix V.?! The most intuitive way of
thinking of the Kronecker product U ® V is as the np X np matrix that looks like this:

UoV — UnV ... UppaV
UoV  UnV ... UiV
W=UeV=| o . (D.118)
U1V Up1nV oo UpsipaV

The presence of a V in each slot is to be interpreted as follows: to produce U® V, take each
element of U, namely Uy, and replace it by Uy V, which is a p X p matrix. (In total, there

20" With that in mind, some authors use distinct notation for the Kronecker product, typically ®x.

21 We could also define the Kronecker product for non-square matrices, even for vectors. Incidentally, the Kro-
necker product is closely related (though not quite identical) to the outer product employed elsewhere in the
book. As a simple example, you can run the following: xs = np.arange(1,5); ys = np.arange(11,17);
np.kron(xs,ys); np.outer(xs,ys); np.ravel(np.outer(xs,ys)).
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will be n? such p x p matrices.) Expanded out, this leads to the np X np matrix W:

Uoo Voo UooVo,p-1 Up1 Voo Uo1 Vop-1 Uppn-1Vo p-1

UnVio UnVip-1 Upi1Vio Uo1 Vi p-1 Upp-1Vip-1
UooVp-10 UooVp-1,p-1 UoiVp-10 UotVp-1p-1 Uon-1Vp-1,p-1

UioVoo UioVop-1 U111 Voo Ui Vop-1 U1 Vop-1

UioVio UioVip-1 UiiVio UnVipa Ui Vi1
UioVp-10 UioVp-1p-1 UiiVp-1p UiniVp-ip-1 Uip-1Vp-1p-1
Uni-10Vp-10 Uic10Vp-1p-1 Unc1a Vo1 Un-11Vpo1p-1 Un-in1Vp1p-1

(D.119)

You should spend some time making sure you understand that the last two matrices are
showing exactly the same thing.

While this intuitive understanding is important, what we would eventually like to do is
to implement the Kronecker product programmatically: in order to do that, we need an
equation connecting the indices of the U and V matrix elements, on the one hand, with the
indices of the W matrix, on the other. This is:

War = U® V), = UV

wherea = pi+j, b =pk+1 (D.120)
The original four indices take on the values:
i=0,1,....n-1, k=0,1,...,n—-1, j=0,1,...,p—1, [=0,1,....,p—-1
(D.121)
As a result, the new indices take on the values:
a=0,1,....,np-1, b=0,1,...,np—1 (D.122)

You should spend some time thinking about our new equation: you will benefit from ap-
plying it by hand to one or two simple cases (say, the Kronecker product of a 2 X 2 matrix
with a 3 X 3 matrix). Incidentally, the idea that the Kronecker product is the same thing
as regular matrix multiplication is obligingly self-refuting (to borrow a memorable turn of
phrase): a Kronecker product of a 2 X 2 matrix with 3 X 3 matrix leads to a 6 X 6 matrix,
whereas the regular matrix multiplication of a 2 X 2 matrix with 3 X 3 matrix is not even
possible, since the dimensions don’t match.

Having introduced and explained the Kronecker product, we may now return to our
derivation in Eq. (D.117). The third equality contains the product of the two matrix ele-
ments (S); and (1) ;: armed with Eq. (D.120), we may now confidently identify (S,)i(Z) ;;
using the Kronecker product, namely (S; ® )., thereby justifying our earlier claim. This
means we can now continue our derivation at the point where Eq. (D.117) had left it off:
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S.=S.97 (D.123)

This is the matrix version of the operator relation Eq. (D.106), no longer involving any
particle labels. It is perhaps not too late to try to avoid possible confusion: when comparing
to other texts, you should keep in mind that S; here has nothing to do with a total spin
operator for the two-particle system: it is a 2 X 2 matrix corresponding to a one-particle
operator. We can now plug in S; from Eq. (D.89), as well as a 2 X 2 identity to find:

10 0 0
SIZ=SZ®I:—{ 0]@[1 O]=EO b o0 (D.124)
2lo0 -1) (o 1) 2lo 0 -1 o0
00 0 -1

where, crucially, the last step applied our definition of the Kronecker product, Eq. (D.120).

To summarize what we’ve been doing in this subsection: in Eq. (D.117) we went from
two-particle operators and state vectors to one-particle entities. Then, we identified one-
particle matrix elements: collecting those together, we ended up with one-particle-space-
dimensioned (i.e., small) matrices and took their Kronecker product. That led to a two-
particle-space-dimensioned (i.e., larger) matrix. This Sy, matrix turned out to be identical
to what we had found in Eq. (D.114), but it is important to realize that here we didn’t even
have to think once about the effect of a specific spin operator on a specific ket: instead,
we merely took the Kronecker product of a Pauli matrix with an identity matrix. In other
words, we simply carried out a mathematical operation between two matrices.

D.2.2.4 Matrix Representation Continued

In short, we have encountered two ways of building up the 4 X 4 matrices we need to
describe the system of two spin-half particles: first, using two-particle operators and state
vectors explicitly, to produce matrix elements for all 16 cases. (Of course, to do that, we
need to employ tensor products of one-particle operators and state vectors.) Second, we
showed that the same answer could be arrived at via a Kronecker product between two 2x2
matrices. The second approach can now be used to find the answer for more complicated
cases. For example, the matrix Sy, can be computed as follows:

Sue = {@lSuelen} = ("] @ (&) (70 0 5 (16} o ™))}
_ {< 0| éV]i1)>< Mo 4(11>>} _ < 70| (,EI)}} ® {< Osw) éVl<11)>}
i Jj X i J x

—_——

(D.125)

o O O =
- O O O
S = O
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The first several steps proceed by direct analogy to the steps in Eq. (D.117). The only
differences are that (a) our operator is St = 10gs ;11) by analogy to Eq. (D.107), and (b)
now we need to use the x one-particle matrix, from Eq. (D.90). If you wish to, you could
check this result by doing things the hard way, namely by using two-particle states and
explicitly evaluating all the matrix elements. (You’ll find the same answer, unsurprisingly.)

Crucially, all the steps of the above process can be automated, so computing other matri-
ces (e.g., Syy) is just as straightforward: all we’re doing is taking the Kronecker product of
an identity and a Pauli spin matrix (possibly not in that order). This is a purely mathemati-
cal task, which doesn’t need to get caught up in the details of different spin operators: once
you’ve determined the (one-particle) Pauli spin matrices, Eq. (D.92), you can straightfor-
wardly arrive at the matrix representation of any two-particle operator; as we’ll see below,
the same also holds for problems involving three, four, and so on particles.

D.2.2.5 Interacting Spins

If you’re following along so far, it shouldn’t be too hard to see how to handle more com-
plicated operators. The most obvious candidate is:

St-Su=S8uSm + S8 + S (D.126)

Let’s see how to handle this operator, focusing on S IZ.SA‘ 1r; for the moment.

As before, there are two ways of going about this: either we focus on 4 X 4 matrices
(for the two-particle system directly), or we use Kronecker products between 2 X 2 matri-
ces (corresponding to one-particle matrix elements). Let’s start with the former approach,
which involves two-particle matrices like Sy, and Sy;: we assume that you know how to
produce these (again, either the hard way or the easy way). Here’s what we do in order to
express our matrix elements in terms of 4 X 4 matrices:

ClSeSuleny = D lSLl &l Suldn) = ) (S Sudy = Si:Sn)s
=TTILITLL ¢
(D.127)

In the first equality we introduced a resolution of the identity. In the second equality we
expressed our matrix elements using the notation that employs bold symbols. In the third
equality we realized that we were faced with nothing other than a matrix multiplication,
namely C;; = 3y AjxBx;. Comparing the left-hand side with our result in the third equality,
we see that we can build up the entire matrix {(Z,| S IZS’ 1z |£»)} by giving a and b all possible
values. The same argument can be repeated for the x and y components. All in all, we have
shown that the answer is arrived at if you multiply together the relevant 4 x 4 matrices and
then sum the results up:

St = {(§a| Si-Su |§b)} = S Sux + Sp,Smy + SiSi; (D.128)

where we also introduced a new symbol, Sy, to denote the 4 X 4 matrix corresponding to
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the dot product between two spin operators. As advertised, this is a result involving two-
particle matrices; it is the formula which we will implement in our Python code below.

We now turn to our second approach to the operator .S ., this time employing one-
particle operators and state vectors. Let’s start with expressing the product of the two two-
particle operators in terms of one-particle operators:

SiSn. = (S0 © TW) (1 @ 80) = (SO10) o (TWSM) = §0 50 (D.129)

In the first equality we used Eq. (D.106) and Eq. (D.107). In the second equality we
grouped together operators acting on particle I and those acting on II. In the third equal-
ity we removed the identities, since they don’t change anything. We see that the product
of the two two-particle operators reduces itself to a tensor product between one-particle
operators.

Let’s now evaluate the matrix made up by sandwiching this operator. This derivation
will be very similar in spirit to that in Eq. (D.125):

(IS iSlar) = {({e”]o (¢"]) (52 0 52) () k™))
= {(é“,,‘l) SO év]§1)> < §;11) §w| §Z<H>>}
- (eIl o (e

In the first equality we expressed two-particle entities in terms of one-particle entities.
The equalities after that closely follow the steps in Eq. (D.125): our result is a Kronecker
product between (multiples of) two Pauli spin matrices. Obviously, analogous relations
hold for the x and y components. All in all, we have shown that you can get the desired
4 x 4 matrix by taking Kronecker products of 2 X 2 matrices and summing the results up:

Sm ‘{I(H)>} =S.®S. (D.130)

St = {(Zal St Sulds)} = S, ®8, + 8,88, +S. 8. (D.131)

where we used the same symbol as above, Sy, to denote the 4 X 4 matrix corresponding
to the dot product between two spin operators. As advertised, this is a result involving
(Kronecker products of) one-particle matrices; it is the formula you are asked to implement
in problem D.6. It should come as no surprise that Eq. (D.131) is equivalent to Eq. (D.128).

D.2.2.6 Hamiltonian

We end our discussion of two spin-half particles with the Schrédinger equation:
Hl) = El) (D.132)

You should work through the derivation that led to Eq. (D.100): you will realize that all
the steps are still valid, the only difference being that now instead of dealing with a one-
body |£;) we are faced with a two-body |{,,) (i.e., we are still sandwiching and introducing a
resolution of the identity). Thus, we arrive at the matrix form of the Schrodinger equation:
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Hy = Ey (D.133)

where this time the H matrix is 4 X 4 and the state ¢ is a 4 X 1 column vector.

Just like we did for the single-particle case, we now have to consider which Hamiltonian
H to use. This time around, we first assume that each of particles I and IT is interacting with
an external magnetic field B. Each spin angular momentum (S1 and Sy;) will be associated
with a spin magnetic moment operator (f; and fiy;, respectively). Thus, there will be a
contribution to the total energy coming from the interaction of each magnetic moment
with the magnetic field (—f; - B and —f1;; - B). As before, we are free to take our z axis
as pointing in the direction of the magnetic field. In addition to the interaction with the
magnetic field, the two particles may also be interacting with each other: this is why the
previous subsection on the operator Si - Si was titled “interacting spins”.

Putting all the pieces together, the Hamiltonian for the case of two spins is:

gIQIB§ guquB
_ -

2my my

H= S +981- S =~ — wnS + ¥S 1S + S Sy + S8 1)

(D.134)

The first two terms correspond to the interaction with the magnetic field and the third
term to the interaction between the two spins. The first equality employs the dimensionless
g-factor, charge, and mass for each particle, as well as the coupling constant y for the two-
spin interaction (appropriately, %y has units of energy). The second equality lumps all the
coeflicient terms together in the form of wy and wy;. We also took the opportunity to expand
the dot product Si- Sy as per Eq. (D.126).

All that’s left is for us to build up the matrix H. By now you should feel pretty confident
about taking matrix elements: what we need is H = {(,| A |Z»)}. We get:

H = —wiSr, — wnSi; +y (SIxSIIx + S Sy + SIZSHZ) (D.135)

where we also made use of Eq. (D.128). (As you may recall, you are asked to use the alter-
native expression for Sy, Eq. (D.131), in problem D.6.) We have succeeded in expressing
H only in terms of 4 X 4 matrices (which, in their turn, can be computed using the tech-
niques introduced in earlier subsections). At this point, solving Hy = Ey is simple: this is
a matrix eigenvalue problem, like the ones we spent so much time solving in this chapter.
Equation (D.135) is deceptively simple, so it may be beneficial to explicitly write it out
in 4 X 4 form. Obviously, this is no longer practical once you start dealing with larger
numbers of particles, but the intuition you build at this stage will serve you well later on.
We assume that you have already produced the six matrices Siy, Sy, and so on. We plug



Theory of interacting spin-half particles

these matrices in to Eq. (D.135) to find:

wr + wip 0 0 0 1 0 0 0
fi 0 w1 — Wi 0 0 h2 0 -1 2 0
H=—-— +y—
2 0 0 —w1 + wyp 0 4 0 2 -1 0
0 0 0 —W1 — W11 0 0 0 1
w1 + Wy — ’y% 0 0 0
h 0 —wy + 7yt —yh 0
__n wWr=@nTy; Y (D.136)
2 0 —yh —wr + wy + y% 0
0 0 0 —Wp — Wy — 7%

In the first line we grouped together the magnetic-field-related terms, before combining
everything together in the second line. Note that something like 7wy has units of energy.

We immediately see that the terms relating to the magnetic field are diagonal in this
basis: this means that if we had non-interacting spins (y = 0) then the problem would
have been trivial/diagonal/already solved. Notice that we said “in this basis”: obviously,
this is referring to the eigenkets |£,) which, you should recall, were built up from the two
individual spins in the uncoupled representation. As a matter of fact, if you take y = 0
together with wy = wyy, you're basically adding together these two spin projections: as a
result, solving the eigenproblem for this case leads to the same four eigenvalues you may
be familiar with from the coupled representation, corresponding to a spin-singlet and a
spin-triplet (adding spins together is what the coupled representation does).

On the other hand, the interacting-spins term is not diagonal in our basis. As it so hap-
pens, if you had been working in the coupled representation, then this second term would
have been diagonal®® (but then the magnetic-field terms wouldn’t have been diagonal).
Thus, our Hamiltonian (which has the spins interacting both with the magnetic field and
with each other) is an example of a situation where the eigenvalues and eigenvectors are
harder to pin down; thus, an eigenproblem solver is helpful here.?? Reiterating: if you solve
for the eigenvectors (in our representation, the uncoupled one) for the general case, you will
not find the column vectors {41, {1, {11, and £} from Eq. (D.115): these were arrived at as
eigenvectors of Sy; (and they are also eigenvectors of Syi;) but they are not eigenvectors of
our more general Hamiltonian. That’s not a big deal: this is precisely why we are studying
the solution of general eigenvalue problems in this chapter.

D.2.3 Three Particles

We are now (at last) ready to reap the benefits of the theoretical machinery we established
in the previous sections. We will study the problem of three spin-half particles, interacting
with a magnetic field and with each other. The matrix formulation of this problem gives rise
to 8 X8 matrices (so 64 matrix elements per matrix): since there are three particles and three
Cartesian coordinates, we need to deal with at least nine matrices, each of which is 8 X 8.

22 To see this, note that Sy - Sy can be trivially expressed in terms of St +Si.
23 Of course, this is still a small matrix, so you could still do everything by hand if you wanted to.
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In other words, this is not a task that is comfortably carried out using paper and pencil,
which is why it doesn’t appear in QM textbooks traditionally. When the three-angular-
momenta problem does appear in textbooks, it is typically in the context of the coupled
representation: in this case the Clebsch—Gordan coefficients are generalized to entities like
the Wigner 6j-symbols or the Racah W-coefficients; these are messy to calculate, so they
are typically found tabulated. As we’ll soon see, both in this section and in the next one,
our framework is essentially no more laborious to implement for the case of three particles
(or even for more particles) than the two-particle problem was. This is because we are
side-stepping the whole issue of angular momentum coupling (or recoupling): we will,
once again, be working in the uncoupled representation. At the end of this process, we can
use our eigensolver to diagonalize any matrix we desire: that automatically will allow us
to evaluate quantities like the total spin of the system (or its z projections).

Inevitably, the present subsection will be much shorter than the preceding ones: if you’ve
been paying attention so far then you will recognize that we’re merely repeating the same
arguments; if you haven’t been reading attentively, we urge you to first study the one- and
two-particle sections more carefully.

As usual, we start from the formulation in terms of operators and state vectors. Let’s
call our three particles: particle I, particle II, and particle III, again using Roman numerals.
The first particle lives in a vector space spanned by the two kets ’{?> and ’{f)>, compactly

denoted by ‘4(1) > Similarly, a second particle ket is |{ EH) > and for the third particle we

have |{SH)>. We wish to start from these single-particle vector spaces and generalize to a
three-particle space. As before, we accomplish this using the concept of a tensor product:

£°yele) ok} = o) e

where p is an index that covers all the three spin-projection possibilities, namely:

pwo= 111 1L T LU Ul U LN (D.138)

We’ll consistently pick Greek letters starting from u to denote three-particle indices. Here
it is implicit that the first arrow refers to particle I, the second arrow to particle II, and
the third arrow to particle III. Note that an entity like |{”> (or like |§T 11)) doesn’t have a
superscript in parentheses, because it is not a one-particle state vector, but is made up of
three one-particle state vectors. You may wish to think of u as the ordered triple (i, j, k).

Turning to how the operators look in the three-particle Hilbert space, we’ll again build up
our three-particle operators using tensor products between one-particle operators. Here’s
an example for the z projection of the first particle:

§1. = §0 @ 71 @ 7O (D.139)

This is almost identical to Eq. (D.106): the only difference is that we have an extra tensor



Theory of interacting spin-half particles

product and an extra identity operator at the end. As usual, the left-hand side doesn’t have
a superscript in parentheses, because it is not a one-particle operator (it’s a three-particle
operator).?* Here’s another example, namely the three-particle operator that measures the
y component of the spin for particle II:

Suy=1"e8M e (D.140)

where we do nothing (i.e., have an identity) for particles I and III and take the tensor
product with the appropriate operator for particle II.

Next up, the matrix representation. As advertised, this involves 8 X 8 matrices for spin
operators (and therefore 8 X 1 column vectors for the state vectors). As usual, we are
sandwiching operators between a bra and a ket: this time around, we have eight basis kets,
as per Eq. (D.137): this is determined by the possible values of the i index, see Eq. (D.138).
For concreteness, we discuss the operator $1.. We are interested in evaluating the matrix:

St. = {(GulS 15} (D.141)

where we have used two different (Greek) indices on the left and on the right (each of which
can take on eight values). As you may recall, this calculation may be carried out the hard
way, explicitly evaluating each of the 64 possibilities. Instead, we will now take advantage
of having introduced the Kronecker product. Repeating the derivation in Eq. (D.117) you
will find out that the answer is simply:

SL=S, 017 (D.142)

where, as usual, we are now dealing with matrices so there are no more particle labels to
worry about. We don’t want to go too fast at this point, so let’s take a moment to appre-
ciate what this simple-looking result means. This is the first time we’ve encountered two
Kronecker products in a row, so you may be wondering how to interpret such an operation.
Luckily, the Kronecker product is associative:

TeoU)eV=TeUeYV) (D.143)

meaning you simply carry out one Kronecker product after the other and it doesn’t matter
which Kronecker product you carry out first. (Even so, the Kronecker product is not com-
mutative, U® V # V®U.) Thus, in the present case you could, similarly to what we did in
Eq. (D.117), identify (S;)x(T) ;; using the Kronecker product, namely (S, ® 7). Crucially,
you could then treat this resulting expression as just another matrix element, which would
have the same role as Uy in Eq. (D.120). You should think about this a little, keeping in
mind that in that defining relation U and V did not have to have the same dimensions. This
is precisely the situation we are faced with right now: in forming S; ® 7 ® 7 we can first
take one Kronecker product, producing a 4 X4 matrix, and then take the Kronecker product
of that matrix with the last 2 X 2 identity matrix: (S, ® 7) ® 7. That’s what gives you an

24 Note that, while § ?) is always a one-particle operator, we are using the same symbol, S, to denote a two- or
a three-particle operator — you can figure out which one we mean based on the context.
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8 x 8 matrix at the end. Obviously, the same arguments apply for any other operator/matrix
pair, so we can produce analogous results, for example:

S[]y =IQ® Sy ®7 (D.144)

As you will discover when you print out this matrix using a Python program, it is starting
to have some non-trivial structure. Obviously, now that we are dealing with 8 X 8 matrices,
it is becoming harder to calculate (or even write out) things by hand.

One last stop before we discuss the three-particle Hamiltonian. The interaction between
spins I and II will look identical to Eq. (D.126):

St-Su =818 + 81,8y + S (D.145)

The derivation in Eq. (D.127) carries over in its essence, therefore:
St = {((MSI 0 SHKV)} = S Sux + Sp,Smy + SrSi. (D.146)

This is basically identical to Eq. (D.128), but you have to keep in mind that now Sy and
all the other matrices have dimensions 8 x 8, not 4 x 4.2

Let us conclude this section with a discussion of the Hamiltonian. The matrix form of
the Schrodinger equation is still the same:

Hy = Ey (D.147)

where the H matrix is 8 X 8 and the state ¢ is an 8 X 1 column vector. As far as the
Hamiltonian operator H is concerned, we will again have interactions with a magnetic
field and between spins. Since we now have three particles, there are more pairs one could
form: in addition to having particles I and II interacting, we could also have particles I and
II, and particles II and III. Thus, Eq. (D.134) is generalized to:

_gIQIBSIZ B gnQnBS,H _ gm4qm

A=
2my ' 2my ‘ 2mm

B . A A A oA A oA
Str + '}’(SI - Su + St - Sm + Sir - Sm)
= —wls'lz - wHS'Hz - wIII§IIIz + 7(§1x§11x + S'IyS'Hy + SAIzSAIIz)
+y (S' S + SpSmy + S1S le) +vy (§ S e + SmySmy + SiS IIIz) (D.148)

The first three terms correspond to the interaction with the magnetic field and the remain-
ing terms to the interaction within the spin pairs (we assumed, for simplicity, the same
coupling constant for all pairs). In the second equality we expanded the dot products as per
Eq. (D.145). We’re now ready to build up the matrix H = {({#llfﬂg’v)}. We get:

H = —wiSr; — wnSt; — wmSnrz + ¥ (St + Semr + Siem) (D.149)

25 The result in Eq. (D.131) doesn’t translate to the three-particle case quite so cleanly: it has to be generalized.
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where this time, in order to be concise, we chose not to expand Sy and its cousins from
Eq. (D.146) and the corresponding relations. As was to be expected, all of the matrices
involved here are 8 X 8: once again, the magnetic-field-related contributions are diagonal
and the spin-interacting parts are non-diagonal. Yet again, that’s not a problem because we
know how to solve Hy = Ey for the general case.

As you will find out when you solve problem 4.48, our approach can handle the simpli-
fication of v = 0 (i.e., non-interacting spins) together with w; = wy = wy (i.e., several
copies of the same type of particle). This problem amounts to a version of standard an-
gular momentum addition, this time applied to the case of three spin-half particles. This
involves a diagonal matrix, so it’s trivial to find the eigenvalues (the only labor involved
is that required to produce the Hamiltonian matrix). On the other hand, similarly to what
we saw for the case of two spin-half particles, if you switch off the magnetic field you get
a non-diagonal problem (which is diagonal in the coupled representation — not employed
here). Obviously, our situation consists of both the magnetic field and the spins interacting
with each other, so we’ll have to code this up in as general a fashion as possible (e.g., you
might want to introduce a different interaction term in the future).
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Problems
|

D.1 For the following linear system:

0.8647 0.5766
(D.150)
0.4322 0.2822

0.2885
0.1442

(Alb) = [

evaluate the determinant, norm, condition number of A, as well as the effect hand-
picked small perturbations in the matrix elements have on the solution vector.
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D.2

D.3

D.4

D.5

D.6

Search the NumPy documentation for further functions that produce or manipulate
arrays. Use what you’ve learned to produce an n X n matrix of the form:

1 -1 -1 ... -1

0 1 -1 ... -1

0 0 1 .. -1 (D.151)
00 0 .. 1

which is a generalization of what we called Example 6. Your code should be such
that it should be trivial to change the n to a new value.

Now, take n=16 and solve the system (with b made up of alternating +1’s and —1’s,
as in Eq. (D.26)) with and without a small perturbation of —0.01 in the bottom-left
element. Then, evaluate the condition number «(A).

Carry out an eigenvalue sensitivity analysis for the following 20 x 20 matrix:

20 19 18 17 ... 3 2 1

19 19 18 17 ... 3 2 1

0 18 18 17 32 1
(D.152)

0 0 0 0 ...2 21

0 ... 0 1 1

which is a generalization of our Example 8 from the main text, Eq. (D.38). Specifi-
cally, evaluate the condition numbers for the largest (in absolute value) 11 real eigen-
values and discuss which seem to be ill-conditioned.

Find a matrix that is sensitive to perturbations for all three cases of: (a) linear system
of equations, (b) eigenvalue, and (c) eigenvector. Explain how you would go about
constructing such a matrix.

When adding 0.005 to the bottom-left element of Example 11, Eq. (D.69), we saw
that eigenvector vy didn’t change very much. Now that you are armed with the
general derivation of eigenvector sensitivity, you should explore this perturbation
in more detail. After that, try out small perturbations in other matrix elements and
repeat the study.

Study the case of two spins, as per twospins.py, implementing the Hamiltonian
matrix of Eq. (D.135). This time, instead of getting the Sp.p; term as per Eq. (D.128),
you should use Eq. (D.131), which involves Kronecker products.

You should also write down the generalization of Eq. (D.131) for the case of three
spins (no need to code this up).



